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ABOUT THE SERIES

The series *Optoelectronic Properties of Semiconductors and Superlattices* provides a forum for the latest research in optoelectronic properties of semiconductor quantum wells, superlattices, and related materials. It features a balance between original theoretical and experimental research in basic-physics, device physics, novel materials and quantum structures, processing, and systems—bearing in mind the transformation of research into products and services related to dual-use applications. The following sub-fields, as well as others at the cutting edge of research in this field, will be addressed: long wavelength infrared detectors, photodetectors (MWIR–visible–UV), infrared sources, vertical cavity surface-emitting lasers, wide-band gap materials (including blue-green lasers and LEDs), narrow-band gap materials and structures, low-dimensional systems in semiconductors, strained quantum wells and superlattices, ultrahigh-speed optoelectronics, and novel materials and devices.

The main objective of this book series is to provide readers with a basic understanding of new developments in recent research on optoelectronic properties of semiconductor quantum wells and superlattices. The volumes in this series are written for advanced graduate students majoring in solid state physics, electrical engineering, and materials science and engineering, as well as researchers involved in the field of semiconductor materials, growth, processing, and devices.
INTRODUCTION

Optoelectronics begins, of course, before the demonstration of the semiconductor laser (GaAs and GaAsP in 1962), but the semiconductor laser gave optoelectronics its main impetus towards becoming a big and important activity. From the beginning and the problem of adequate carrier and photon confinement in a Zn-diffused III-V homojunction laser, which approximates a "weak" form of p-i-n, it was clear that the double heterojunction, a "strong" form of p-i-n (i.e., one providing good carrier and photon confinement), was required for semiconductor lasers. Although epitaxial III-V heterojunctions were grown as early as 1960, lattice-matched double heterojunctions (DHs) were first realized with the development of the AlGaAs-GaAs system in 1967. It was then only a question of time until the old idea of quantum size effects (QSEs, "the particle in a box") would be manifest with shrinking of layer dimensions or with replication of thin DH layers into superlattices (SLs). For example, QSEs in a semiconductor were known in John Bardeen's laboratory (Urbana) in the early and mid 1950s when Bardeen had Schrieffer work on the conductivity of a thin Ge inversion layer, a carrier-confining layer of quantum well (QW) thickness ("size"). Why then would it not be possible to observe QSEs with III-V heterostructures as they reached QW dimensions ($L_z \approx 500 \text{ Å}$), which is more a question of technology than basic principle?

At first it was thought that only a crystal growth technology such as molecular beam epitaxy (MBE) could grow QWs and superlattices (SLs), which, indeed, was a myth that was easily disproved by the demonstration of liquid phase epitaxial (LPE) InGaAsP-InP p-n QW lasers. In fact, the first LPE QW diode lasers demonstrated in 1977 were followed by metalorganic chemical vapor deposition (MOCVD) AlGaAs-GaAs p-n QW lasers in 1978. The semiconductor laser made the QW practical, and the quantum well heterostructure (QWH), including the SL, offered many new opportunities for study and exploitation. For example, what would be simpler to modify, i.e., "process" into a patterned form, than a thin-layer structure (QWH or SL) with only thin layers of material to remove, move, or rearrange? The possibility of layer rearrangement (intermixing), i.e., crystal-conserving layer metamorphosis via planar processing, was not necessarily obvious, nor a question that even was asked (1980), particularly in view of the great resistance (stability) of an AlGaAs-GaAs QWH or SL to ordinary thermal annealing in spite of the ease of Al-Ga substitution in this prototype lattice-matched III-V system. The now classic example of selective layer
modification with conservation of crystal, the subject of this volume edited by E. Herbert Li, is layer intermixing, or as we called it at the time of its discovery, “impurity induced layer disordering (IILD).”

This not-so-obvious method of planar QWH processing IILD involved some element of accident in its discovery, which occurred when we attempted to convert, by low temperature Zn diffusion \( n_{Zn} \sim 5 \times 10^{17}/cm^2 \), an undoped AlAs-GaAs SL to a doped SL for a phonon experiment, and found that the SL was not stable “against” low temperature Zn diffusion. A “red” AlAs-GaAs SL (substrate removed) appeared “yellow” after Zn diffusion because of IILD or Al-Ga intermixing. In other words, Zn diffusion into GaAs dopes the crystal, but Zn diffusion into an AlAs-GaAs superlattice (1980) changed the crystal. A layered crystal, an ordered structure, became disordered. A QWH that proved to be stable against ordinary thermal annealing, turned-out to be unstable to impurity diffusion (at much lower temperatures!), and a new piece of QW and SL science and technology emerged. It did not take too long to establish that at temperatures and anneal intervals well below those required for ordinary QWH layer interdiffusion, impurities such as first Zn, next Si, and then various defects and vacancies could be diffused selectively (patterned) and promote intermixing of Al-bearing higher-gap barriers with lower-gap QWs, thus creating wider gap bulk crystal.

In effect, IILD or layer intermixing of QWHs established a new basis to define and to form QW devices. In addition, it provided a powerful new method to study diffusion mechanics and mechanisms in III-V compounds. It is interesting that at the time of the discovery of IILD in 1980 — the striking change of a red-gap AlAs-GaAs SL (\( L_B \sim 150 \text{ Å}, L_x \sim 45 \text{ Å} \)) into yellow-gap bulk-crystal Al\(_x\)Ga\(_{1-x}\)As (\( x \sim 0.77 \)) by low temperature Zn diffusion — it was easy, because of the unique nature of IILD, to engage John Bardeen in an old interest of his, atom diffusion in solids. Some of Bardeen’s ideas were of help to us in seeing that any process, e.g., a two-site diffusion process (Zn diffusion) that made a column-III atom site available in the region of a difference in Al and Ga concentration, such as at an AlAs-GaAs heteroboundary, provided the basis for intermixing.

Although IILD turned out to be of great practical and fundamental value to us, i.e., providing a powerful method of QW device processing and for study of diffusion itself in III-Vs, it would not have had much real importance if this work remained only in Urbana. In spite of a few skeptics, who at first were prone to believe we were observing a weakness of MOCVD crystals that did not occur in MBE crystals, bit by bit our layer disordering (intermixing) studies were confirmed by others and the work spread. Now we see with this volume how far layer intermixing (IILD) of quantum well heterostructures has progressed and how far it has gone beyond what some
time ago could be covered in a mere review article (e.g., Ref. 3). This area of study and work has truly expanded around the globe, which is clear from the authors listed in the chapter contents. This says something for the importance of the subject, for its breadth and its depth, and its value.

Now that we know about layer disordering — its very existence as well as many ramifications — our knowledge of it is bound to expand as QW science and technology expands. E. Herbert Li and the co-authors of this volume have done a great service for the workers and students in this field. They have provided a comprehensive survey and examination of the field so that either the beginner or the expert will find much of value and a convenient point of departure for more study and exploitation of QW layer intermixing (IILD), which is certain to increase in scale with the constantly increasing growth of QW science and technology. It will be interesting to witness the further developments, and have as a reference, a source of perspective, *Semiconductor Quantum Wells Intermixing*

*Nick Holonyak, Jr.*

John Bardeen Chair Professor of Electrical and Computer Engineering and Physics

Center for Advanced Study

University of Illinois at Urbana-Champaign

REFERENCES

CHAPTER 1

Theories of Band Structure and Optical Properties of Interdiffused Quantum Wells

K.S. CHAN\textsuperscript{a} AND E.H. LI\textsuperscript{b}

\textsuperscript{a}Department of Physics and Materials Science, City University of Hong Kong, Tat Chee Avenue Hong Kong
\textsuperscript{b}Department of Electrical and Electronic Engineering, University of Hong Kong, Pokfulam Road, Hong Kong

1. Introduction .................................................... 1
2. Diffusion Models .................................................. 2
3. Band Structure of Interdiffused Quantum Wells ............ 7
   3.1. Envelop Function Approximation ......................... 7
   3.1.1. Conduction and Valence Subbands of an
          Interdiffused Quantum Wells ....................... 10
   3.2. Theory of Valence Band Structure ....................... 14
   3.2.1. Valence Band Structure of Interdiffused
          AlGaAs/GaAs Quantum Wells ....................... 17
   3.3. Interdiffused Strained Quantum Wells ................. 18
   3.4. Approximation of the Error Function Confinement
        Potential by a Hyperbolic Function ................... 21
4. Optical Absorption in Interdiffused Quantum Wells ........ 24
   4.1. Interband Optical Absorption .......................... 25
   4.2. Excitons in Interdiffused Quantum Wells .............. 29
5. Quantum Confined Stark Effects in Interdiffused Quantum Wells 36
6. Optical Gain in Interdiffused Quantum Wells ............... 41

1 INTRODUCTION

In recent years, there have been a large number of studies [1–22] of the defect enhanced interdiffusion of quantum well structures with the aim to develop the technique for monolithic integration of optoelectronic devices. With this technique, it is possible to selectively modify the composition variation within a small region in a wafer by increasing the defect concentration. The details of
these techniques will be discussed in other chapters in this book. To develop the technique for photonic integration and device performance optimization, it is necessary to know how the optical and electronic properties of a square quantum well is modified when the confinement profile is changed into a non-square one. The objective of this chapter is to present in detail models and formulations needed for the calculation of the optical properties of non-square quantum wells as well as to elucidate the mechanism by which interdiffusion modifies these properties. This chapter serves as a theoretical basis for understanding the performance of interdiffused non-square quantum wells in optoelectronic applications, some of which will be discussed in chapter 15 in this book.

This chapter is organized in the following way. In Section 2, the models for interdiffusion are presented and the effects of interdiffusion on composition variation within a quantum well structure are discussed. In Section 3, the envelop function formalism and the k.p approach for the determination of the conduction and valence band structures are described. The effects of interdiffusion on the band structures are described in detail in the same section. These results are important for the understanding of the optical properties of non-square quantum wells. The formalism for calculating the interband optical transition is presented in Section 4, which is the theoretical foundation for the determination of the optical absorption and optical gain of non-square quantum wells discussed in Sections 5 and 7 respectively. The quantum confined Stark effect, which is an important effect for the operation of quantum well modulators, is discussed in Section 6.

2 DIFFUSION MODELS

Interdiffusion of atoms across the heterointerface alters the composition profile across the QW structure [1-21]. Mathematical models are needed to describe and calculate the changes in the composition profile as a function of the duration of interdiffusion. In this section we present models used to calculate the composition profile of interdiffused non-square quantum wells. In this chapter, we adopt the notation $A_w B_{1-w} C_v D_{1-v}$ to denote the chemical formula of a III-V semiconductor material, where $A$ and $B$ represent the Group III atoms, and $C$ and $D$ represent the Group V atoms. $w$ and $v$ represent the mole fractions of $A$ and $C$ atoms respectively. After interdiffusion the mole fractions of Group III and V atoms are functions of position along the direction of crystal growth (the $z$-direction) and are denoted by $\tilde{w}(z)$ and $\tilde{v}(z)$.

Interdiffusion in AlGaAs/GaAs and strained InGaAs/GaAs QW structures [1-5, 7-9] both results in the diffusion of group-III atoms only, i.e. Al, In and Ga atoms, as there is no As concentration gradient across the interface. The diffusion of group III atoms across the quantum well structures is usually
described by the Fick’s Second law in the direction of crystal growth

$$\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial z^2}$$

(1.1)

where $C$ denotes the concentration of group III atoms and $D$ is the diffusion coefficient. The diffusion coefficients of all the Group III atoms are usually assumed to be identical, isotropic and independent of their respective concentrations and the crystal lattice. The concentrations are usually assumed to be continuous across the interface. The interdiffusion process is characterized by a diffusion length $L_d$, which is defined as $L_d = \sqrt{(Dt)}$, where $D$ is the diffusion coefficient and $t$ is the annealing time of thermal processing. Consider a single AlGaAs/GaAs quantum well with the as-grown barrier material $\text{Al}_{w_0}\text{Ga}_{1-w_0}\text{As}$, the compositional profile of Al in AlGaAs/GaAs QW after interdiffusion is given by:

$$\tilde{w}(z) = w \left\{ 1 - \frac{1}{2} \left[ \text{erf} \left( \frac{L_z + 2z}{4L_d} \right) + \text{erf} \left( \frac{L_z - 2z}{4L_d} \right) \right] \right\}$$

(1.2)

where $z$ is the coordinate along the crystal growth direction and $L_z$ is the as-grown well width. In an InGaAs/GaAs quantum well, the well material is $\text{In}_{w_n}\text{Ga}_{1-w_n}\text{As}$. The In mole fraction across the InGaAs/GaAs QW structure after interdiffusion is given by:

$$\tilde{w}_{In}(z) = \frac{w_{In}}{2} \left\{ \left[ \text{erf} \left( \frac{L_z + 2z}{4L_d} \right) + \text{erf} \left( \frac{L_z - 2z}{4L_d} \right) \right] \right\}$$

where $w_{In}$ is the as-grown In mole fraction and the QW is centered at $z = 0$. In Figure 1, we show the composition profiles and the conduction band confinement potentials of an $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}/\text{GaAs}$ and $\text{In}_{0.2}\text{Ga}_{0.8}\text{As}/\text{GaAs}$ quantum well structures with various degrees of interdiffusion. The conduction band confinement potentials have an error function profile, which has been confirmed by the experimental study of Chang and Koma [18].

The interdiffusion process is more complicated in the case of InGaAs/InP quantum wells, in which atoms of both the group III and group V sublattices can interdiffuse. There is no a priori reasons to believe that the group III and group V atoms interdiffused with identical rates. In fact, various experimental studies have shown that the interdiffusion of each sublattice can be controlled by the enhancement process. Experiments have demonstrated that, by controlling the processing steps, either only group III atoms interdiffuse [22–25] or as in [26,27] only group V atoms interdiffuse. It is therefore more appropriate to assume that the group III and group V atoms interdiffuse with rates independent of each other, each with their own diffusion length $L_d^{III}$ and $L_d^{V}$. The relative rate of interdiffusion of these two sublattices depends on the details of interdiffusion process and is still an open question which requires further studies.
Currently In₀.₅₃Ga₀.₄₇As/InP QW structures are being investigated for the development of a variety of optoelectronic devices for telecommunication applications such as modulators, detectors, waveguides, and lasers for operations in the 1.3 to 1.55 μm wavelength region [28–30]. Here we consider an InGaAs/InP quantum well structure consisting a layer of InGaAs with thickness $L_z$ sandwiched between two thick layers of InP. The composition of In after interdiffusion is given by

$$\tilde{w}(z) = 1 - \frac{(1 - w)}{2} \left[ \text{erf} \left( \frac{L_z + 2z}{4L_d^{III}} \right) + \text{erf} \left( \frac{L_z - 2z}{4L_d^{III}} \right) \right] \tag{1.3}$$

The As mole fraction after interdiffusion is

$$\tilde{v}(z) = \left[ \text{erf} \left( \frac{L_z + 2z}{4L_d^{V}} \right) + \text{erf} \left( \frac{L_z - 2z}{4L_d^{V}} \right) \right] \tag{1.4}$$

The dependence of $\tilde{w}$ and $\tilde{v}$ on $z$ are determined independently by the two diffusion lengths $L_d^{III}$ and $L_d^{V}$. The composition profiles and conduction band confinement profile of (i) Group III diffusion only ($L_d^{V} = 0$ Å) and (ii) diffusion of both Group III and V atoms with identical diffusion rates
are shown for comparison in Figure 2 with $w = 0.53$. The well layer $\text{In}_{0.53}\text{Ga}_{0.47}\text{As}$ is lattice-matched to the InP layer and the lattice-match condition is maintained in process (i) as the group III and V atoms are diffused with identical rates. In process (ii), the lattice-match condition is not maintained as the In mole fraction is deviated from 0.53 after interdiffusion resulting in a build-up of lattice strains. The confinement profile is no longer an error function profile as the lattice strain causes a shift in the band-edge energy. A detailed discussion of the strain induced potential can be found in Chapter 5 and Section 3.3.

Although the diffusion model described by Eq. (1.1) is widely accepted and confirmed in AlGaAs/GaAs QW structures experimentally in various studies [18,31], there are experimental evidences showing that the diffusion profile in an InGaAs/InP quantum well structure is not an error function profile as in an AlGaAs/GaAs QW. Nakashima et al. [32] have found the accumulation of Group V atoms near the interface between the InGaAs and InP layers using X-ray analysis. Fuji et al. [33] reported that the composition distribution is discontinuous at an interface. Mukai et al. [34] have studied in detail the energy shift of the subband levels using photoluminescence, which shows that the diffusion processes in the strained InGaAs/InP QW structures are different from those in the AlGaAs/GaAs quantum wells.
Mukai et al. [34] have developed a detailed model of interdiffusion of group V atoms in an InGaAsP QW structure to take into account the effects of the lattice distortion on the interdiffusion rate. In this model the group V atoms diffuse with different rates in the barrier and well lattices and the lattice distortion in a strained QW structure affects the diffusion process in such a way that concentrations of the constituent atoms are not continuous across the interface after interdiffusion. The concentrations across the interface are related to each other by a proportional constant called the distribution ratio, which is found experimentally to be a constant during the diffusion process. In Mukai's diffusion model, the interdiffusion process is described by a set of linear diffusion equations

\[
\frac{\partial C_i(z, t)}{\partial t} = D_i \frac{\partial^2 C_i(z, t)}{\partial z^2} \tag{1.5}
\]

where \( i = b \) for the barrier region and is valid only for \( t > 0, |z| > L \) (\( L \) is the well width with the origin defined at the centre of the well) or \( i = w \) for the well region and valid only for \( t > 0, |z| < L \); \( C_i \) are the concentrations of diffusion species in different layers; \( D_i \) are the diffusion coefficients of group-V atoms in different layers. The discontinuity of the concentrations across the interface and the continuity of diffusion fluxes give the following boundary conditions

\[ C_b(z, t) = k C_w(z, t), \quad z = \pm L \tag{1.6} \]

and

\[ D_w \frac{\partial C_w(z, t)}{\partial z} = D_b \frac{\partial C_b(z, t)}{\partial z}, \quad z = \pm L \tag{1.7} \]

where \( k \) is the interfacial distribution ratio of concentrations. Mukai have fitted the model results to the photoluminescence results and obtained empirical values for the distribution ratio for both AlGaAs and InGaAsP QWs. The distribution ratio of AlGaAs/GaAs interface is equal to 1 while the values for InGaAs/InP interface are between 1 and 40 depending on the temperature and the chemical composition. In the In\(_{0.53}\)Ga\(_{0.47}\)As/InP QW, the distribution ratio is between 11 and 40, while in In\(_{0.53}\)Ga\(_{0.47}\)As/In\(_{0.7}\)Ga\(_{0.3}\)As\(_{0.61}\)P\(_{0.39}\) the distribution ratio is between 1 and 2. This indicates that the distribution ratio is larger for a larger lattice distortion in In\(_{0.53}\)Ga\(_{0.47}\)As/InP QW. The set of differential equations have been solved numerically using the finite difference method as in [35]. In Figure 3, we show the composition profiles of group V atoms obtained using the Mukai's model. It has to point out here that the large distribution ratio \( k (k \approx 30) \) limits the phosphorous composition in the well layer as well as the shift in confinement energy. The large diffusion constant of group V atoms in the well layer gives rise to a quite uniform distribution of phosphorous atoms in the well layer.
3 BAND STRUCTURE OF INTERDIFFUSED QUANTUM WELLS

3.1 Envelop Function Approximation

The optical properties of a non-square interdiffused quantum well depend on the band structure which can be found by using some existing models, such as the envelop function approximation [36–38], pseudopotential method [39–41], the tight-binding model [42,43] and the effective bond-orbital model [44]. For a non-square diffused quantum well, the chemical composition changes gradually in a spatial region with a thickness depending on the diffusion length within the whole quantum well structure. When $L_d$ is large, we have to consider a thick layer of material with non-uniform composition in our models. This renders the use of computationally intensive approaches, such as the tight-binding model, inconvenient as it is not possible to use the known solutions for a bulk material with uniform composition to simplify the calculation [45]. To avoid these difficulties, we have to use the envelop function approximation which is computationally simple and accurate enough for describing phenomena occurring on a length scale large compared with the unit cell of the crystal. In the study of the optical properties of non-square quantum wells for optoelectronic applications, we are mainly
interested in motion of carriers with energies close to the bandedge and wavevectors near to the Brillouin zone centre. The carrier wavefunction varies on a length scale in agreement with the approximation made in the envelop function approach. Apart from being computationally simple, the envelop function has an intuitive clarity which makes it easy to understand the relation between the optical properties and the non-square composition profiles.

In a crystal, the wavefunction of an electron with an energy $E$ in the conduction or valence bands can be found by solving the Schroedinger equation [46]

$$H\psi = \left[ \frac{\mathbf{P}^2}{2m_0} + V(r) \right] \psi = E\psi$$  \hspace{1cm} (1.9)

where $P$ is the momentum operator, $r$ is the position operator, $m_0$ is the free electron mass, $\psi$ is the electron wavefunction and $V(r)$ is the potential of the crystal lattice seen by the electron. Since $V(r)$ has the periodicity of the crystal lattice, the solution to the Schroedinger equation has the following form of a Bloch function [47]

$$\psi = e^{i\mathbf{k}\cdot\mathbf{r}} u(k, r)$$  \hspace{1cm} (1.10)

where $k$ is the wavevector of the electron and $u$ is a periodic function with the periodicity of the crystal lattice. Function $u$ is a function of the wavevector $k$ and is rapidly changing on the length scale of a unit cell. However, if we consider wavevectors in the neighbourhood of the centre of the Brillouin zone ($k = 0$), the function $u$ can be regarded as weakly dependent on $k$ and approximated by $u(0, r)$. An electron wavefunction can be approximately written as the product of the slowly varying envelop function $F(r)$ and the rapidly varying periodic part [36–38]

$$\psi = F(r)u(0, r)$$  \hspace{1cm} (1.11)

$u(0, r)$ depends on the crystal structure of the semiconductor and therefore should be a function of the chemical composition in a non-square interdiffused quantum well. However, in the envelop function approximation, this dependence is assumed to be very weak and ignored. The changes in the chemical composition can only have effects on the slowly varying envelop function which usually satisfies a differential equation with a form similar to the Schroedinger equation. This modelling scheme is generally referred as the envelop function approach [36–38]. The differential equation governing the envelop function is usually derived from the Schroedinger equation using the $k.p$ approach [47,48]. This approximation scheme is usually sufficient to describe the electron states in III–V compound semiconductor interdiffused quantum well devices as the range of energy considered is close to the conduction and valence band edges.
The conduction band in an interdiffused quantum well has only the spin degeneracy and is parabolic when it is well separated in energy from the other bands; the envelop function can be calculated by solving the Schrödinger-like equation

\[ \frac{-\hbar^2}{2m(r)} \nabla F(r) + U_c(r)F(r) = EF(r) \]  

(1.12)

where \( m(r) \) is the position-dependent effective mass of the electron in the band considered. In an interdiffused non-square quantum well structure, the chemical composition is a function of the coordinate along the growth direction \( z \) and is a constant within the \( x-y \) plan. The motion in the \( z \)-direction can be separated from the motion in the \( x-y \) plan. The envelop function for the \( z \)-direction can be obtained by solving the Schrödinger-like equation shown below

\[ \frac{-\hbar^2}{2m_{\perp}(\tilde{w}(z), \tilde{v}(z))} \frac{1}{dz} \frac{d\varphi_C(z)}{dz} + U_C(z)\varphi_C(z) = E\varphi_C(z) \]  

(1.13)

where \( m_{\perp}(\tilde{w}(z), \tilde{v}(z)) \) is the effective mass of the conduction band, which depends on the position along the crystal growth direction \( z \) through the position dependent composition \( \tilde{w}(z) \) and \( \tilde{v}(z) \) of the Group III and Group V atoms in an interdiffused quantum well. \( U_C(\tilde{w}(z), \tilde{v}(z)) \) is the position-dependent potential energy due to the changes in the conduction band edge caused by the composition variation. The Hamiltonian for motion in the \( x-y \) plan is the Hamiltonian for a free electron and the envelop function perpendicular to the growth direction is the free electron wavefunction \( e^{ikx} \). The differential equation for the \( z \)-direction can be easily solved using the finite-difference approximation with appropriate boundary conditions. Usually we consider the quantum well contained in a large box along the \( z \)-direction with the boundary condition \( \psi = 0 \) at the boundaries of the box.

In a strain-free III-V semiconductor (like AlGaAs) quantum well, we should consider two valence bands, namely, the heavy and light hole bands in order to determine the optical properties of a non-square quantum well as they are close in energy for device characteristics. In fact, in a bulk material and at the Brillouin zone centre, the heavy and light hole bands have the same energy. The valence band structure in an interdiffused quantum well is non-parabolic, because of the coupling between the heavy and light holes, which will be discussed in details in the Section 3.2. Nevertheless, if we are interested in their properties at the Brillouin zone centre where the heavy and light hole subbands are not coupled, their envelop functions can be found by a differential equation obtained from Eq. (1.12) by replacing \( U_c \) with \( U_i \) and \( m_c \) with \( m_i \) (\( i = h \) for heavy hole and \( i = l \) for light hole).
3.1.1 Conduction and valence subbands of an interdiffused quantum wells

Interdiffusion changes the square shape of an as-grown quantum well into a non-square profile which does not have a well-defined well width. It is difficult to define a single well width for a non-square quantum well with a depth-dependent well width. Various schemes proposed to define a single well width have been considered and discussed in details in Li et al. [49].

To facilitate the discussion of a non-square well shape here, it is convenient to define an energy-dependent effective well-width in the following way. Consider an energy \( E \) in the conduction band, we first solve the equation \( E = U_c(z_1) = U_c(z_2) \) for \( z_1 \) and \( z_2 \). The effective well width at energy \( E \) is then defined as \( |z_1 - z_2| \).

To understand the effects of interdiffusion on the well shape, we consider the potential of an as-grown square well structure and two non-square wells with different degrees of interdiffusion in Figure 4. In the figure, we also show the cross-over point which is defined as the intersection point of the potential energy of an interdiffused non-square well and the as-grown square well. In terms of the effective well width, a non-square quantum well has a larger or smaller effective well width in comparison with the width of the as-grown square well depending on the energy considered. For energy levels below the cross-over point, the effective well width is smaller than the as-grown values, while for energies above the cross-over point the effective well widths are larger than that of the square well. When the degree of interdiffusion increases the cross-over point gradually moves towards the bottom of the non-square well. If we consider an energy below the cross-over point with a fixed energy separation from the cross-over point, the effective well width decreases with the increase in the degree of interdiffusion. For an energy above the cross-over point with a fixed energy separation from the cross-over point, the effective well-width increases with the decrease in the degree of interdiffusion.

With the concept of the cross-over point, it is easy to understand the effects of interdiffusion on the energies of the electron and hole subbands. In Figure 5, we show the electron and hole subband levels as a function of \( L_d \) for Al\(_{0.3}\)Ga\(_{0.7}\)As/GaAs quantum well with an as-grown well width of 100 Å. We see that for low lying levels (C1, C2, HH1, HH2, HH3, LH1, LH2), when \( L_d \) is between 0 and 20 Å, the subband energy increases with \( L_d \). This is due to the fact that the effective well width is reduced with the increase in \( L_d \) when \( L_d \) is between 0 and 20 Å. When \( L_d \) is greater than 20 Å, the effective well width starts to increase again for subbands either close to or above the cross-over point. For subbands with energies below the cross-over point, the subband energies and the cross-over point energy are moving towards each other and the effective well width is then increased to the value of the as-grown well width. For those subbands close to the top of the well (C3, HH4, LH3), the subband energies start to decrease when \( L_d > 0 \) Å, as the effective well width for these levels increases with \( L_d \).
It is important to point out that in Figure 5 the increases in energies for C2, HH2, HH3 are larger than those increases for C1 and HH1, causing increase in the separation between the first subband and subbands lying above. This phenomenon can be explained by considering the probability distribution of the carriers in the well and the change in the confinement potential due to interdiffusion. If we consider the confinement potential in Figure 1, we notice that when $L_d$ increases, the change in the confinement potential is negative outside the well and positive inside the well. The positive change in the confinement potential is largest when the position is near to the interface and is the smallest in the centre of the well (see Figure 6). For the first and second subbands in the quantum well, the probability distributions of which are shown schematically in Figure 7, the highest probabilities are respectively at the centre of the well and a distance of $L_z/4$ from the centre. So carriers occupying the second subband experience a larger change in energy as the change in the energy is proportional to product of the probability and the change of the confinement potential, i.e., $\Delta E \propto |\psi|^2 \Delta U$. For subbands near to the top of the well (C3, HH4, LH3), the wavefunctions penetrate quite deeply into the barrier ($|z| > L/2$) and therefore are affected strongly by the decrease in the confinement potential in the barrier layer.
Fig. 5. The conduction and valence subband levels as a function of $L_d$ for an Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum well with an as-grown well width=100 Å. The energies of the cross-over points for conduction band (circle) and valence band (triangle) are also shown.
Fig. 6. The difference in energy between the confinement potentials of an interdiffused $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}/\text{GaAs}$ quantum well with $L_d = 10\,\text{Å}$ and an as-grown square quantum well ($L_d = 0\,\text{Å}$).
Fig. 7. The probability density of an electron in the first (c1) and second (c2) conduction subbands.

3.2 Valence Band Structure

The valence band structure in an interdiffused quantum well is more complicated as there is a four fold degeneracy (including spin degeneracy) at the top of the valence band. The periodic part of the Bloch function (not including the spin degeneracy) at the top of the valence band has the symmetry of a $p$ type wavefunction which is three fold degenerate. Combining with the spin, there are six valence bands (the heavy hole band, the light hole band and spin-orbit split-off band) just below the conduction band. The spin-orbit split-off band is split from the heavy hole and light hole bands by the spin-orbit interaction. The heavy and light hole valence bands remain degenerate at the centre of the Brillouin zone ($k = 0$) in a bulk material but split in an interdiffused quantum well. If the separation in energy of the spin-orbit split-off band is far from the heavy and light hole bands as in AlGaAs quantum well, then the envelop function can be obtained by solving the equation

$$[H_V + U_V] F(r) = E F(r) \quad (1.14)$$

where $H_V$ is the Luttinger-Kohn Hamiltonian [50] and $U_V$ is the confinement
potential given by

\[ H_V = \begin{bmatrix} P + Q & -S & R & 0 \\ -S & P - Q & 0 & R \\ R^+ & 0 & P - Q & S \\ 0 & R^+ & S^+ & P + Q \end{bmatrix} \]  \hspace{1cm} (1.15)

\[ U_V = \begin{bmatrix} U_{HH}(\tilde{w}, \tilde{v}) & 0 & 0 & 0 \\ 0 & U_{LH}(\tilde{w}, \tilde{v}) & 0 & 0 \\ 0 & 0 & U_{LH}(\tilde{w}, \tilde{v}) & 0 \\ 0 & 0 & 0 & U_{HH}(\tilde{w}, \tilde{v}) \end{bmatrix} \]  \hspace{1cm} (1.16)

\[ P = \frac{\hbar^2}{2m_0} \left( -\gamma_1(\tilde{w}, \tilde{v}) \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - \frac{\partial}{\partial z} \gamma_1(\tilde{w}, \tilde{v}) \frac{\partial}{\partial z} \right) \]  \hspace{1cm} (1.17)

\[ Q = \frac{\hbar^2}{2m_0} \left( -\gamma_2(\tilde{w}, \tilde{v}) \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + 2 \frac{\partial}{\partial z} \gamma_2(\tilde{w}, \tilde{v}) \frac{\partial}{\partial z} \right) \]  \hspace{1cm} (1.18)

\[ R = \frac{\hbar^2}{2m_0} \left( \sqrt{3} \gamma_2(\tilde{w}, \tilde{v}) \left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) - i2\sqrt{3} \frac{\partial}{\partial z} \gamma_3(\tilde{w}, \tilde{v}) \frac{\partial}{\partial z} \right) \]  \hspace{1cm} (1.19)

\[ S = \frac{\hbar^2}{2m_0} \sqrt{3} \left( -\frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) \left( \gamma_3(\tilde{w}, \tilde{v}) \frac{\partial}{\partial z} + \frac{\partial}{\partial z} \gamma_3(\tilde{w}, \tilde{v}) \right) \]  \hspace{1cm} (1.20)

\[ \gamma_1(\tilde{w}, \tilde{v}), \gamma_2(\tilde{w}, \tilde{v}) \text{ and } \gamma_3(\tilde{w}, \tilde{v}) \] are Luttinger-Kohn parameters depending on position \( z \) through compositions \( \tilde{w} \) and \( \tilde{v} \). In some cases, the warping of the valence band in the \( x-y \) plane is neglected and \( \gamma_2 \) and \( \gamma_3 \) are assumed to be identical to simplify the calculation. \( F(r) \) is a column vector of envelop functions of heavy and light hole bands which has the general form

\[ \begin{bmatrix} F_{s=3/2}(r) \\ F_{s=1/2}(r) \\ F_{s=-1/2}(r) \\ F_{s=-3/2}(r) \end{bmatrix} \]  \hspace{1cm} (1.21)

where \( s = \pm 3/2 \) and \( s = \pm 1/2 \) denote the heavy hole and the light hole bands respectively. The Luttinger-Kohn parameters \( \gamma_i \) are dependent on \( z \) because of the change in the compositions in an interdiffused quantum well, which will make the calculation of the subband structure complicated. To simplify the Hamiltonian, we make the following assumptions:
1. In the term proportional to $\frac{\partial}{\partial x} + \frac{\partial}{\partial y}$ and describing motions on the $x$-$y$ plane, $\gamma_1$ and $\gamma_2$ are assumed to be independent of $z$ and are approximated by the values at the centre of the well, $\gamma_1^m = \gamma_1(w_m, v_m)$ and $\gamma_2^m = \gamma_2(w_m, v_m)$, where $w_m$ and $v_m$ are compositions at the centre of the well.

2. For the off-diagonal terms $R$ and $S$, $\gamma_2$ and $\gamma_3$ are assumed to have the values at the centre of the well; $\gamma_2^m = \gamma_2(w_m, v_m)$ and $\gamma_3^m = \gamma_3(w_m, v_m)$.

These assumptions are justified on the ground that the wavefunctions are localized in the well and there is a large probability of finding the electron in a central region near the centre of the well. More complicated approximation schemes can be developed to take into account the fact that for some subbands the highest probability of finding the hole is not at the centre of the well but with a distance from the well centre (for example $L_z/4$ for the second subband). However, the present assumptions suffice for the study of optical properties for device applications. Taking the $x$-$y$ plane wavefunctions to be the travelling wavefunction, the terms $P$, $Q$, $R$ and $S$ in the Luttinger-Kohn Hamiltonian can be simplified as

$$P = \frac{\hbar^2}{2m_0} \left( \gamma_1^m (k_x^2 + k_y^2) - \frac{\partial}{\partial z} \gamma_1(\bar{w}, \bar{v}) \frac{\partial}{\partial z} \right)$$

$$Q = \frac{\hbar^2}{2m_0} \left( \gamma_2^m (k_x^2 + k_y^2) + 2 \frac{\partial}{\partial z} \gamma_2(\bar{w}, \bar{v}) \frac{\partial}{\partial z} \right)$$

$$R = \frac{\hbar^2}{2m_0} \left( \sqrt{3} \gamma_2^m (-k_x^2 + k_y^2) - i2\sqrt{3} \gamma_3^m \frac{\partial^2}{\partial z^2} \right)$$

$$S = \frac{\hbar^2}{m_0} \sqrt{3}(ik_x - ik_y) \gamma_3^m \frac{\partial^2}{\partial z^2}$$

The Luttinger-Kohn Hamiltonian is actually a set of coupled linear differential equations for the envelop functions which can also be solved using the finite-difference approximation. Another approach which is less complicated is the effective Hamiltonian approach developed in [51]. One advantage of the effective Hamiltonian approach is the reduction of the computer memory for storing the envelop function for the calculation of the optical properties of the quantum well. The details of the effective Hamiltonian approach are included in the appendix.
3.2.1 Valence band structure of diffused AlGaAs/GaAs quantum wells

In Figure 8, the valence band structures of Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum wells with an as-grown well-width of 100 Å are shown for various degrees of interdiffusion. The valence band structures are important properties of the quantum well structure as they determine the valence band density of states which is an important factor in determining the distribution of holes.
among the subbands. In an interdiffused quantum well laser, the distribution of the carriers among the subbands determines the magnitude of the gain spectrum. In the band structure the subbands arranged in a descending order in energy are correspondingly HH1, LH1, HH2, HH3, LH2, HH4 and HH5. Accordingly to the Luttinger-Kohn theory, the light hole subbands are coupled to the heavy hole subbands and the effect of coupling is strong if the heavy and light hole subbands are close in energy. Take the example of the as-grown square quantum well, LH1 and HH2 are very close in energy and the shape of these two dispersion curves are determined by the coupling between these two subbands at a region near to $k = 0$. The heavy and light hole coupling splits the two levels and as a result the LH1 dispersion curve bends up-ward and has a negative effective mass because of this coupling. At $k = 0.02$, the HH1 subband and LH1 subband are close in energy and the dispersion curves of HH1 and LH1 are affected by the coupling between HH1 and LH1. The result of this interaction is the bending down of the LH1 dispersion curve and the decrease in curvature of the HH1 subband at $k = 0.02$. Strong coupling between the HH2 and LH2 subbands occurs at $k = 0.03$ for $L_d = 0$ Å. The curvatures of HH2 and LH2 are respectively decreased and increased because of this coupling.

When the degree of interdiffusion increases, the relative energy positions of the heavy and light hole subbands change as shown in Figure 5 and discussed in Section 3.1; the hole subband dispersions are changed as a result. For $L_d = 10$ Å, the LH1 subband has a smaller negative effective mass at $k = 0$ than that in the as-grown square well because the HH2 shifts away from the LH1. The mixing of the HH2 and LH2 is reduced when $L_d$ changes from 0 to 10 Å as the energy separation is increased. We are always interested in the effective masses of the HH1 subbands as they are important factors in determining the optical properties of the quantum well lasers and modulators. An increase in the effective mass of HH1 leads to an increase in the exciton binding energy and the optical absorption. From Figure 8, we notice that the HH1 effective mass does not have a strong dependence on $L_d$, as the energy separation between HH1 and LH1 is more or less independent of $L_d$ (which is clear shown in Figure 5).

### 3.3 Interdiffused Strained Quantum Wells

A strained quantum well forms when the well material has a lattice constant different from that of the substrate. The strained quantum wells have been investigated intensely [52–57] because of the possibility to control the band structure by controlling the strain. In Chapter 5, we have shown that we can further tailor the strain profile by controlling the interdiffusion process. It is interesting to study the effects of interdiffusion on the band structure of strained quantum wells.
When a well material with a lattice constant \( a(w, v) \) is grown on a substrate with a lattice constant \( a_0 \), the strain in the \( x-y \) plan is

\[
\varepsilon_{//} = \varepsilon_{xx} = \varepsilon_{yy} = \frac{a(w, v) - a_0}{a(w, v)} \tag{1.26}
\]

In an interdiffused quantum well the composition is a function of the coordinate in the direction of crystal growth; the strain \( \varepsilon_{//} \) is then position dependent which is given by

\[
\varepsilon_{//} = \frac{a(\tilde{w}(z), \tilde{v}(z)) - a_0}{a(\tilde{w}(z), \tilde{v}(z))} \tag{1.27}
\]

Since there is no stress along the growth direction, the well layer expands along the \( z \)-direction and the strain along the growth direction is

\[
\varepsilon_{\perp}(\tilde{w}, \tilde{v}) = -\frac{2\sigma}{1 - \sigma} \varepsilon_{//} = -\frac{2C_{12}(\tilde{w}, \tilde{v})}{C_{11}(\tilde{w}, \tilde{v})} \varepsilon_{//}(\tilde{w}, \tilde{v}) \tag{1.28}
\]

where \( \sigma \) is the Poison ratio, \( C_{11} \) and \( C_{12} \) are the elastic stiffness tensor. The strain can be separated into two components: hydrostatic and axial. The hydrostatic strain is just the ratio of the change in volume to the original volume and the axial strain has two components which are given by

\[
\varepsilon_{vol} = \varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz} \tag{1.29}
\]

\[
\varepsilon_{ax} = \begin{cases} 
\varepsilon_{xx} - \varepsilon_{zz} \\
\varepsilon_{yy} - \varepsilon_{zz}
\end{cases}
\]

The hydrostatic strain does not change the symmetry of the crystal lattice and therefore shifts the band edges of the conduction band and the valence band in energy. The heavy hole and light hole bands are shifted by the hydrostatic strain with the same energy and there is no relative splitting of the heavy and light hole bands. On the contrary, the axial strain lowers the symmetry of the crystal lattice and hence splits the heavy and light holes with respect to each other. The shift in the band edge energy is given by

\[
E_C(k = 0) = a_c(\tilde{w}, \tilde{v})[\varepsilon_{xx}(\tilde{w}, \tilde{v}) + \varepsilon_{yy}(\tilde{w}, \tilde{v}) + \varepsilon_{zz}(\tilde{w}, \tilde{v})] \tag{1.30}
\]

\[
E_{HH}(k = 0) = a_V(\tilde{w}, \tilde{v})[\varepsilon_{xx}(\tilde{w}, \tilde{v}) + \varepsilon_{yy}(\tilde{w}, \tilde{v}) + \varepsilon_{zz}(\tilde{w}, \tilde{v})] \\
+ \frac{b}{2}(\varepsilon_{xx}(\tilde{w}, \tilde{v}) + \varepsilon_{yy}(\tilde{w}, \tilde{v}) - 2\varepsilon_{zz}(\tilde{w}, \tilde{v})] \tag{1.31}
\]

\[
E_{LL}(k = 0) = a_V(\tilde{w}, \tilde{v})[\varepsilon_{xx}(\tilde{w}, \tilde{v}) + \varepsilon_{yy}(\tilde{w}, \tilde{v}) + \varepsilon_{zz}(\tilde{w}, \tilde{v})] \\
- \frac{b}{2}(\varepsilon_{xx}(\tilde{w}, \tilde{v}) + \varepsilon_{yy}(\tilde{w}, \tilde{v}) - 2\varepsilon_{zz}(\tilde{w}, \tilde{v})] \tag{1.32}
\]
where $a_C$ is the conduction band deformation potential, $a_V$ is the valence band deformation potential and $b$ is the shear deformation potential. The strains $\varepsilon$ are functions of the $z$ coordinate through $\tilde{w}$ and $\tilde{v}$ in a diffused quantum well. The axial strain not only splits the heavy hole and light hole bands but also couples the spin-orbit split-off band to the light hole. The coupling between the light hole and the split-off bands is equal to

$$\sqrt{2} \frac{b(\tilde{w}, \tilde{v})}{2} [\varepsilon_{xx}(\tilde{w}, \tilde{v}) + \varepsilon_{yy}(\tilde{w}, \tilde{v}) - 2\varepsilon_{zz}(\tilde{w}, \tilde{v})]$$ (1.33)

In most cases of practical interests, the split-off band can be ignored in the calculation of band structure as they are separated in energy by about hundreds of meV. On the contrary, in the calculation of strain effects, this coupling to the split-off band is not negligible as it can be in the range of tens of meV depending on the strain. The coupling is independent of the wavevector $k$ and therefore causes a shift in the light hole band edge. The composition (position) dependent shift in band-edge energy with the coupling to the split-off band taken into account using perturbation theory [46] is equal to

$$E_{LH}(k = 0) = a_V(\varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz}) - b(\varepsilon_{xx} + \varepsilon_{yy} - 2\varepsilon_{zz}) - \frac{\Delta_{so}}{2} +$$

$$\sqrt{\Delta_{so}^2 - 2b\Delta_{so}(\varepsilon_{xx} + \varepsilon_{yy} - 2\varepsilon_{zz}) + 9b^2(\varepsilon_{xx} + \varepsilon_{yy} - 2\varepsilon_{zz})^2}$$ (1.34)

By substituting appropriate $z$-dependent values, the band edge of the LH band can be easily obtained.

3.3.1 Interdiffused InGaAs/GaAs quantum wells

The distribution of strain and the confinement potential profiles of interdiffused quantum wells are shown in Figure 9 with an as-grown well width = 100 Å. The strain and the confinement potentials for electrons and heavy holes have error function profiles. For the light hole, the potential due to the quantum well layer is not a confining well potential but a barrier potential, which is the result of the shear strain splitting of the heavy and light holes. As a result, the light hole subband are not bound by the quantum well. In Figure 10, we show the valence subband dispersion curves for $L_d = 0, 10, 20, 30$ Å. The topmost three dispersion curves are for the HH subbands. We notice that the HH1 and HH2 subbands are parabolic like at wavevectors near to zero as a result of the fact that the HH subbands are well separated in energy from the LH subbands. When the wavevector is increased to about 0.04, the dispersion curves show deviations from the parabolic shape and a change in slope. The curvatures of HH2 and HH3
Fig. 9. Strain profile, conduction and valence band confinement potentials of interdiffused InGaAs/GaAs quantum wells ($L_d = 0, 10, 20, 30, 40, 50$ Å).

are obviously smaller than that of the HH1 as they are closer in energy to the LH bands and therefore bended by the heavy and light hole coupling. The curvatures of the HH subbands decrease (effective masses increase) as interdiffusion reduces the energy separation of HH and LH subbands and hence increases the HH and LH coupling.

3.4 Approximation of the Error Function Confinement Potential by a Hyperbolic Function

It is useful to use hyperbolic functions to model the error function confinement potential profiles of an interdiffused AlGaAs/GaAs quantum well, as the eigenstates of a hyperbolic function potential can be obtained analytically.
Fig. 10. Valence band dispersions of interdiffused In_{0.2}Ga_{0.8}As/GaAs quantum wells with an as-grown well-width = 100 Å, for $L_d = 0, 10, 20, 30$ Å.

Li and Weiss [58] have obtained analytical solutions to the Schrödinger equation with a hyperbolic quantum well potential and studied the TE and TM optical absorption coefficients. The hyperbolic quantum well potential is defined here by

$$U_r(z) = U_{\text{eff},r} \left[ 1 - \frac{1}{\cosh^2(\beta z)} \right]$$  \hspace{1cm} (1.35)$$

where $U_{\text{eff},r} = \Delta \tilde{E}_r$ is the effective barrier depth after interdiffusion, and $\beta$
is determined by fitting $U_r(z)$ to the $U_{\text{COP},r}$, the cross over point potential at the cross over point defined in the following equation

$$U_{\text{COP},r} = Q_r \left[ \tilde{E}_g \left( z = \frac{L_z}{2} \right) - \tilde{E}_g(z = 0) \right] \quad (1.36)$$

where $Q_r$ is the band offset splitting ratio, $\tilde{E}_g(z)$ is the bandgap at position $z$. The origin of the $z$ coordinate is at the centre of the as-grown square well with a well width of $L_z$. As a result, the positions of the barriers are at $z = -L_z/2$ and $z = L_z/2$. $\beta$ is related to the cross over point potential by the following equation

$$\beta = \frac{2}{L_z} \left[ \cosh^{-1} \left( \frac{1}{1 - \hat{U}_{\text{COP}}} \right) \right] \quad (1.37)$$

where $\hat{U}_{\text{COP}} = U_{\text{COP}}/U_{\text{eff}}$ is the potential of the cross over point normalized to the well depth and the subscript $r$ is removed from the $U$’s since the $Q_r$’s are canceled in the present unstrained quantum well case. However, for a strained quantum well structure, such as in InGaAs/GaAs quantum well structure, the ratio of $U_{\text{COP}}/U_{\text{eff}}$ should be dependent upon $r$. The electron confinement potentials of hyperbolic quantum well and error function quantum well are compared in Figure 11 for different values of $L_z$ and it demonstrates a strong similarity of the profile.

The hyperbolic quantum well subband edge energies can be calculated, in the envelop function approximation using a constant effective mass approximation, by the 1-D Schrödinger-like equation which is written as follows:

$$-\frac{\hbar^2}{2m^*_r} \frac{d^2 \chi_{rl}(z)}{dz^2} + U_r(z)\chi_{rl}(z) = E_{rl}\chi_{rl}(z) \quad (1.38)$$

where $l = 1, 2, \ldots$ are the QW subband levels for either the electrons or holes, respectively, $m^*_r = m^*_r(z = 0)$ is the carrier effective mass in the $z$-direction. $E_{rl}$ is the subband level, and the origin of the potential energy is taken to be the bottom of the hyperbolic quantum well. The boundary condition of the wavefunction is taken to be zero at infinity. The details of the calculation can be found in Li and Weiss [58].

It is useful to compare the approximate hyperbolic quantum well to the exact results of the error function quantum well in order to demonstrate the accuracy and applicability of the hyperbolic quantum well model. A comparison of subband levels for the error function quantum well and the hyperbolic quantum well is made in Table 1. The error function quantum well model for $L_z = 100$ Å and aluminium mole fraction $= 0.3$ is solved by a finite difference method using a variable effective mass. The confinement profiles for the hyperbolic quantum well and the error function quantum well models
are very similar for $20 \text{ Å} < L_d < 100 \text{ Å}$, with the exception for larger values of $L_d$, where the hyperbolic quantum well is wider outside the well region. However, within the well region it is a good approximation since the two parameters $U_{\text{eff}}$ and $\beta$ are used to normalize (fit) the hyperbolic quantum well depth and to match the cross over point potential values with those of the error function quantum well, respectively. All the subband energy levels for both the hyperbolic quantum well and the error function quantum well are very similar for the cases of $L_d = 20 \text{ Å}$ and $40 \text{ Å}$, as shown in Table 1. The average difference in the corresponding subband energy levels is 3.17 meV (average error of 3.9%) in the case of $L_d = 20 \text{ Å}$, and 1.21 meV (1.6%) in the case of $L_d = 40 \text{ Å}$. The larger errors occur for the extremely small $L_d$ ($\leq 20 \text{ Å}$); this is because of the hyperbolic quantum well confinement profile fails to converge to a square as $L_d \to 0$.

4 OPTICAL ABSORPTION

One of the device applications of interdiffused quantum wells is optical modulators. In this section, we discuss the theory for the determination of the interband optical absorption of interdiffused quantum wells. The theory presented here also serves as theoretical background for calculating the optical gain of interdiffused quantum well lasers.
TABLE 1
Subband Energy (meV)

<table>
<thead>
<tr>
<th></th>
<th>Error Function QW</th>
<th>Hyperbolic QW</th>
<th></th>
<th>ΔE</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L_dd</td>
<td>20 Å</td>
<td>40 Å</td>
<td>20 Å</td>
<td>40 Å</td>
</tr>
<tr>
<td>C1</td>
<td>52.13</td>
<td>27.83</td>
<td>54.77</td>
<td>28.48</td>
<td>2.64</td>
</tr>
<tr>
<td>C2</td>
<td>146.87</td>
<td>78.59</td>
<td>147.18</td>
<td>78.58</td>
<td>0.31</td>
</tr>
<tr>
<td>C3</td>
<td>214.47</td>
<td>116.88</td>
<td>205.36</td>
<td>114.94</td>
<td>9.11</td>
</tr>
<tr>
<td>C4</td>
<td>141.23</td>
<td>78.59</td>
<td>147.18</td>
<td>78.58</td>
<td>0.31</td>
</tr>
<tr>
<td>HH1</td>
<td>19.04</td>
<td>10.6</td>
<td>21.11</td>
<td>10.85</td>
<td>2.07</td>
</tr>
<tr>
<td>HH2</td>
<td>56.21</td>
<td>30.85</td>
<td>59.98</td>
<td>31.19</td>
<td>3.77</td>
</tr>
<tr>
<td>HH3</td>
<td>89.47</td>
<td>48.71</td>
<td>92.11</td>
<td>48.82</td>
<td>2.63</td>
</tr>
<tr>
<td>HH4</td>
<td>117.64</td>
<td>64.18</td>
<td>117.47</td>
<td>63.47</td>
<td>0.17</td>
</tr>
<tr>
<td>HH5</td>
<td>139.48</td>
<td>77.19</td>
<td>136.09</td>
<td>75.95</td>
<td>3.39</td>
</tr>
<tr>
<td>HH6</td>
<td>152.39</td>
<td>87.54</td>
<td>147.96</td>
<td>85.45</td>
<td>4.43</td>
</tr>
<tr>
<td>HH7</td>
<td>94.82</td>
<td>-</td>
<td>92.25</td>
<td>-</td>
<td>2.57</td>
</tr>
</tbody>
</table>

4.1 Interband Optical Absorption

According to the Fermi Golden rule [46], the transition rate of an electron from the valence band to the conduction band is given as

$$W_{abs} = \sum_{i,f} \frac{2\pi}{\hbar} |\langle f | H_I | i \rangle|^2 \delta(E_f - E_i - \hbar\omega)(P_i - P_f)$$ (1.39)

where $H_I$ is the operator for the interaction between the electron and the electromagnetic interaction; $P_i$ and $P_f$ denote the probability of occupation of states $i$ and $f$. The states $i$ and $f$ are the initial valence and the final conduction band states given by

$$|i\rangle = e^{i\vec{k}\cdot\vec{r}_i/\hbar}\phi_v(z)u_v(\vec{r}_i/\hbar)/\sqrt{\Lambda}$$ (1.40)

$$|f\rangle = e^{i\vec{k}\cdot\vec{r}_f/\hbar}\psi_c(z)u_c(\vec{r}_f/\hbar)/\sqrt{\Lambda}$$ (1.41)

The envelop functions of the valence and conduction band states are obtained using the theory described in Section 3.1. $u_v(\vec{r}_i/\hbar)$ and $u_c(\vec{r}_f/\hbar)$ are the periodic part of the Bloch function, which can be written as the product of a orbital part and a spin part. We assume here for a interdiffused quantum well the periodic part of the Bloch function are not dependent on the coordinate $z$. For conduction band, there are two distinct $|u_c\rangle$ denoted by $|\frac{1}{2}, \pm\frac{1}{2}\rangle$ which, when expressed as the product of a spin and an orbital part, are as follows

$$\left|\frac{1}{2}, \frac{1}{2}\right\rangle = |S\uparrow\rangle, \left|\frac{1}{2}, \frac{1}{2}\right\rangle = |S\downarrow\rangle$$ (1.42)
where $S$ denotes the orbital part of the wavefunction which has a $S$-orbital symmetry. $\uparrow$ denotes the spin part of the wavefunction ($\text{spin} = +1/2$). The corresponding periodic part of the Bloch functions of heavy and light holes, $u_{HH}(\vec{r})$ and $u_{LH}(\vec{r})$, have the symmetry properties of angular momentum wavefunction $J = \frac{3}{2}$. $u_{HH}(\vec{r})$ has the symmetry of $M_J = \pm \frac{3}{2}$, which can be expressed as

$$u_{HH}(\vec{r}) = \begin{pmatrix} 3 \ 3 \\ 2 \ 2 \end{pmatrix} = -\frac{1}{\sqrt{2}}(|X \uparrowangle + i|Y \uparrow\rangle)$$

and

$$\begin{pmatrix} 3 \ -3 \\ 2 \ -2 \end{pmatrix} = \frac{1}{\sqrt{2}}(|X \downarrow\rangle - i|Y \downarrow\rangle).$$

$u_{LH}(\vec{r})$ has the symmetry of $M_J = \pm \frac{1}{2}$, which can be written as

$$u_{LH}(\vec{r}) = \begin{pmatrix} 3 \ -1 \\ 2 \ -2 \end{pmatrix} = \frac{1}{\sqrt{6}}(|X \uparrow\rangle - i|Y \uparrow\rangle) + \frac{2}{\sqrt{3}}|Z \downarrow\rangle$$

and

$$\begin{pmatrix} 3 \ 1 \\ 2 \ 2 \end{pmatrix} = \frac{1}{\sqrt{6}}(|X \downarrow\rangle - i|Y \downarrow\rangle) + \frac{2}{\sqrt{3}}|Z \uparrow\rangle \quad (1.43)$$

The matrix element $\langle f | H_I | i \rangle$ is expressed as

$$\langle f | H_I | i \rangle = \int d^3 \vec{r} e^{-i \vec{k} \cdot \vec{r}} \psi^*_c(z) u^*_c(\vec{r}) H_I(\vec{r}) u_v(z) u_v(\vec{r})/A \quad (1.44)$$

Since the envelop functions are slowly varying, the effect of the momentum operator on the envelop function is negligible, that is

$$\bar{p} e^{i \vec{k} \cdot \vec{r}/\hbar} \phi_v(z) u_v(\vec{r}) \approx e^{i \vec{k} \cdot \vec{r}/\hbar} \phi_v(z) \bar{p} u_v(\vec{r}) \quad (1.45)$$

and the integral can be simplified accordingly as

$$\langle f | H_I | i \rangle = \int dz \bar{\psi}^*_c(z) \phi_v(z) u_c(\bar{p}) u_v(z) e^{A_0 \over 2m_0} \quad (1.46)$$

$A_0$ is the vector potential of the electromagnetic radiation related to the power intensity $\tilde{S}$ of the photon flux by [61]

$$\tilde{S} = \frac{n_r c \varepsilon_0 \omega^2 A_0^2}{2} = N \hbar \omega \quad (1.47)$$

where $N$ is the number flux of photon.
The absorption coefficient $\alpha(\omega)$ is given by

$$\alpha(\omega) = \frac{W_{\text{abs}} \hbar \omega}{S} = \frac{\pi e^2}{nc\varepsilon_0 m_0 \omega} \sum_{s_x, s_y, s_z} \frac{1}{L_z} \int_0^\infty \frac{kdk}{2\pi} \int_0^{2\pi} \frac{d\theta}{2\pi}$$

$$\times \left| \langle \psi_{3/2, s_x}^m | \phi_{1/2, s_z}^m \rangle \left( \frac{3}{2}, s_y \right) \right|^2$$

$$\times \delta(E^m_c - E^v_n - \hbar \omega)(P^v_n - P^c_m)$$

(1.48)

The matrix elements of the momentum operator between the periodic functions of the Bloch functions are usually treated as empirical parameters determined from experimental measurements and are related to the electron effective mass according to the Kane’s model [47,48]. To determine the transition rates between the electron subbands and the hole subbands we have to know the following matrix elements

$$\left( \frac{3}{2}, s_y \right) \left| p \right| \left( \frac{1}{2}, s_z \right) = \pm \frac{3}{2}, \pm \frac{1}{2}; s_z = \pm \frac{1}{2}$$

(1.49)

Owing to the symmetry of the crystal, the non-zero matrix elements are

$$M_p = \langle S | p_x | X \rangle = \langle S \uparrow | p_x | X \uparrow \rangle = \langle S \uparrow | p_y | Y \uparrow \rangle = \langle S \uparrow | p_z | Z \uparrow \rangle$$

$$= \langle S \downarrow | p_x | X \downarrow \rangle = \langle S \downarrow | p_y | Y \downarrow \rangle = \langle S \downarrow | p_z | Z \downarrow \rangle$$

(1.50)

The matrix element $M_p$ is directly related to the electron effective mass in the Kane’s k.p model [47,48] of the band structure as follows

$$M^2_p = \left( \frac{m_0}{2m_e} - 1 \right) m_0 E_G(\bar{\nu}, \bar{\omega})[E_G(\bar{\nu}, \bar{\omega}) + \Delta(\bar{\nu}, \bar{\omega})]$$

$$= \frac{2}{3} \Delta(\bar{\nu}, \bar{\omega})$$

(1.51)

In an interdiffused quantum well the chemical composition is a slowly varying function of $z$ coordinate and, as a result, the matrix element $M_p$ is not uniquely defined. Nevertheless, as the approximation used in Section 3.1, we use the composition of the well centre in the expression to calculate the matrix element $|\langle X | p_x | S \rangle|^2$, which is a good approximation as the carrier has a large probability near to the well centre.

To illustrate how to calculate the matrix elements we determine the following expression for TE polarization

$$\left( \frac{3}{2}, \pm \frac{3}{2} \right) \left| p_x \right| \left( \frac{1}{2}, \pm \frac{1}{2} \right) = \mp \frac{1}{\sqrt{2}} \langle X | p_x | S \rangle$$

(1.52)

and

$$\left( \frac{3}{2}, \pm \frac{3}{2} \right) \left| p_y \right| \left( \frac{1}{2}, \pm \frac{1}{2} \right) = \pm \frac{i}{\sqrt{2}} \langle X | p_x | S \rangle$$

(1.53)
and for TM polarization

\[
\frac{1}{2\pi} \int_0^{2\pi} \sin^2 \theta \left| <\psi_v|\phi_c> <u_v|p_{TE}|1/2, 1/2> \right|^2 \\
= |<X|p_x|S>|^2 \left[ \frac{1}{2}(<\psi_{3/2,3/2}|\phi_{1/2,1/2}>)^2 + \frac{1}{6}(<\psi_{3/2,-1/2}|\phi_{1/2,1/2}>)^2 \right]
\]

(1.55)

\[
\frac{1}{2\pi} \int_0^{2\pi} \sin^2 \theta \left| <\psi_v|\phi_c> <u_v|p_{TE}|1/2, -1/2> \right|^2 \\
= |<X|p_x|S>|^2 \left[ \frac{1}{2}(<\psi_{3/2,-3/2}|\phi_{1/2,-1/2}>)^2 + \frac{1}{6}(<\psi_{3/2,1/2}|\phi_{1/2,-1/2}>)^2 \right]
\]

(1.56)

\[
\frac{1}{2\pi} \int_0^{2\pi} \sin^2 \theta \left| <\psi_v|\phi_c> <u_v|p_{TM}|1/2, 1/2> \right|^2 \\
= |<X|p_x|S>|^2 \left[ \frac{2}{3}(<\psi_{3/2,1/2}|\phi_{1/2,1/2}>)^2 \right]
\]

(1.57)

\[
\frac{1}{2\pi} \int_0^{2\pi} \sin^2 \theta \left| <\psi_v|\phi_c> <u_v|p_{TM}|1/2, -1/2> \right|^2 \\
= |<X|p_x|S>|^2 \left[ \frac{2}{3}(<\psi_{3/2,-1/2}|\phi_{1/2,-1/2}>)^2 \right]
\]

(1.58)

where \( <\psi|\phi> \) represents the overlap integral of function \( \psi(z) \) and \( \phi(z) \) with respect to the \( z \)-coordinates. Substituting Eqs. (1.55), (1.56), (1.57), or (1.58) in Eq. (1.48) and integrating with respect to the magnitude of the wavevector \( k \), we obtain the expression for the interband optical absorption (for free particle transition).
In Figure 12, we show the interband optical absorption coefficients for free carriers in interdiffused AlGAs/GaAs quantum wells with an as-grown well width of 100 Å. The absorption edge is blue-shifted by interdiffusion from about 1.45 eV to about 1.62 eV when $L_d$ changes from 0 Å to 40 Å. The step-like feature of a two-dimensional system at the absorption edge is very clear when $L_d < 40$ Å, which implies that the quantum confinement of carriers is still important and the carrier motion is mainly confined to the $x$–$y$ plan with this extent of interdiffusion. For $L_d = 60$ and 80 Å, the optical absorption edge looks very much like the edge of a bulk material. The step height of the two dimensional absorption coefficients does not depend strongly on the value of $L_d$, although there is a slight decrease when $L_d$ increases from 0 to 20 Å.

4.2 Excitons in Interdiffused Quantum Wells

Exciton is the bound state, like the ground state of a hydrogen atom, formed when an electron-hole pair is created by the absorption of a photon. When an electron in the valence band is excited to the conduction band after the
absorption of a photon with an energy larger than the band-gap, it is attracted by the Coulomb force to the hole left behind in the valence band. The result of this attractive interaction is the formation of a bound state below the band-gap of the semiconductor. Optically the exciton bound state can appear as a strong peak in the absorption spectrum or the photoluminescence spectrum \[60\]. In the bulk material the bound state energy is small (about 4 meV for GaAs) \[61,62\] and the excitonic state can only be observed at very low temperatures. At room temperature, the life-time of the exciton in the bulk material is very short due to scattering with phonons and it is not possible to observe the excitonic peak in the optical spectrum.

In a non-square quantum well structure, when the interdiffusion length \(L_d\) is not very large in comparison to the as-grown well width, the carrier motions are confined along the direction of crystal growth by the confining potential to a region with size comparable to the quantum well width. As a result, the Coulomb attraction force between the electron and hole are increased by the reduction of electron-hole average separation along the z-direction as the Coulomb energy is proportion to \(1/\sqrt{(z_e - z_h)^2 + (x_e - x_h)^2 + (y_e - y_h)^2}\). In a typical interdiffused quantum well structure with an as-grown width of 100 Å and \(L_d < 40\) Å, the separation between the electron and hole (about 100 Å) is approximately half of the average electron-hole separation in a bulk exciton (the bulk exciton has a radius of about 300 Å). The increase in the Coulomb attraction leads to an increase in the binding energy of the exciton and the motion of the electron-hole pair in the exciton is confined to the 2-dimensional plan perpendicular to the growth direction. The binding energy of a two-dimensional exciton is exactly four times the value of a three-dimensional exciton \[63\]. An exciton in an interdiffused quantum well has a dimensionality between two and three and a binding energy between the bulk value and the two-dimensional value.

Excitons play a very important role in the application of interdiffused quantum well structures in optoelectronics. Owing to the large binding energies, interdiffused quantum well excitons can be observed at room temperatures \[64\]. In the room temperature absorption spectrum there is a large peak due to the absorption of light by the exciton ground state. Strong electro-optic effects can then be obtained from changing the absorption coefficient of the exciton by applying an electric field to modify the electronic states of the exciton \[64–66\]. The strength of the electro-optic effect depends on the height of the exciton absorption peak which in turn depends on the binding of the electron-hole pair by the Coulomb force and the carrier confinement potential \[67–70\].

According to the envelop function approximation discussed in Section 3.1 and assuming parabolic bands, the envelop function of an electron-hole pair without the effects of any confinement potentials is described by the
Schroedinger-like equation.

\[
\begin{bmatrix}
E_g - \frac{\hbar^2 \nabla_e^2}{2m_e} - \frac{\hbar^2 \nabla_h^2}{2m_h} + \frac{e^2}{4\pi \varepsilon |\vec{r}_e - \vec{r}_h|}
\end{bmatrix}
\Psi(\vec{r}_e, \vec{r}_h) = E \Psi(\vec{r}_e, \vec{r}_h) \tag{1.59}
\]

where \(\varepsilon\) is the material dielectric constant and \(\Psi\) is the exciton envelop function. In an interdiffused quantum well, it is necessary to add the confining potential and consider the anisotropy of the material properties. For an interdiffused quantum well, Eq. (1.59) should be rewritten as

\[
\begin{bmatrix}
E_g - \frac{\hbar^2}{2} \frac{\partial}{\partial z_e} m_e^{\perp} \frac{1}{m_e} \frac{\partial}{\partial z_e} - \frac{\hbar^2}{2} \frac{\partial}{\partial z_h} m_h^{\perp} \frac{1}{m_h} \frac{\partial}{\partial z_h} \\
- \frac{\hbar^2 \nabla_{||,e}^2}{2m_e^{||}} - \frac{\hbar^2 \nabla_{||,h}^2}{2m_h^{||}} + \frac{e^2}{4\pi \varepsilon |\vec{r}_e - \vec{r}_h|} \\
+ U_c(\vec{w}, \vec{v}) + U_h(\vec{w}, \vec{v})
\end{bmatrix}
\Psi(\vec{r}_e, \vec{r}_h) = E \Psi(\vec{r}_e, \vec{r}_h) \tag{1.60}
\]

where \(\parallel\) denotes directions in the \(x-y\) plan and \(\perp\) denotes the direction along the crystal growth. When there is a quantum well confinement potential, the material properties along \(z\)-direction are different from those along the \(x\) and \(y\) directions and it is necessary to distinguish them in the equation. The effective masses \(m^{||}\) in Eq. (1.60) should be a function of the composition distributions \(\vec{w}\) and \(\vec{v}\). To simplify the calculation, we use the effective values of the effective masses, by replacing \(\vec{w}\) and \(\vec{v}\) with \(w_m\) and \(v_m\).

When the energy separation between subbands is larger than the binding energy of the exciton, the Coulomb interaction is not strong enough to affect the carrier motion along the \(z\)-direction which is mainly determined by the confinement potential. The dependence of the envelop function on \(z\) can be approximated by the envelop function obtained by solving the envelop function equations in Section 3.1. The envelop function \(\Psi(\vec{r}_e, \vec{r}_h)\) can be approximated by

\[
\Psi(\vec{r}_e, \vec{r}_h) \approx \phi_e(\vec{w}, \vec{v}, z_e) \psi_h(\vec{w}, \vec{v}, z_h) \chi(\vec{\rho}_e, \vec{\rho}_h) \tag{1.61}
\]

where \(\vec{\rho}\) is a vector in the \(x-y\) plan. Eq. (1.60) becomes

\[
\begin{bmatrix}
E_g + E_{en}(\vec{w}, \vec{v}) + E_{en}(\vec{w}, \vec{v}) - \frac{\hbar^2 \nabla_{||,e}^2}{2m_e^{||}} - \frac{\hbar^2 \nabla_{||,h}^2}{2m_h^{||}} \\
+ V(\vec{\rho}_e - \vec{\rho}_h)\end{bmatrix}\Psi(\vec{r}_e, \vec{r}_h) = E \Psi(\vec{r}_e, \vec{r}_h) \tag{1.62}
\]

\[
V(\vec{\rho}_e - \vec{\rho}_h) = \int dz_e \int dz_h \frac{|\phi_e(z_e)\psi_h(z_h)|^2 e^2}{4\pi \varepsilon \sqrt{(z_e - z_h)^2 + |\vec{\rho}_e - \vec{\rho}_h|^2}} \tag{1.63}
\]
By converting the coordinate to the centre of mass coordinate 
\( \tilde{\rho}_{CM} = (m_e \tilde{\rho} + m_h \tilde{\rho}_h)/(m_e + m_h) \) and relative coordinates \( \tilde{\rho} = \tilde{\rho}_e - \tilde{\rho}_h \), we can eliminate the centre of mass motion as it is described by the free particle wavefunction \( e^{i\tilde{k}_{cm}\tilde{\rho}_{cm}} \).

\[
[E_g + E_{cn}(\tilde{w}, \tilde{v}) + E_{hm}(\tilde{w}, \tilde{v}) - \frac{\hbar^2}{2\mu(w_m, v_m)} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + U(\tilde{\rho})] \Psi_l(\tilde{\rho}) = E_l \Psi_l(\tilde{\rho}) \tag{1.64}
\]

The eigenvalue equation (1.64) has eigenvalues \( E_l \) and eigenfunctions \( \Psi_l \) labelled by \( l = 0, 1, 2, \ldots \). The optical absorption coefficient due to an excitonic state \( E_l \) is given by

\[
\alpha_l(\omega) = \frac{\pi e^2}{n_r e \epsilon_0 m_e^2 \omega L_z} \frac{2}{|\Psi_l(0)|^2 |\langle \phi_c^n | \Psi_v^m \rangle|^2 |\langle u_v | \tilde{p} | u_c \rangle|^2 \langle \Phi | \tilde{p} | \Psi \rangle^2} \tag{1.65}
\]

where \( \Psi_l(0) \) is the value of the exciton wavefunction at the origin of the relative coordinate. The factor 2 in the expression is for the spin degeneracy. \( \langle \phi_c^n | \Psi_v^m \rangle \) is the overlap integral of the appropriate envelop functions. The matrix element \( |\langle u_c | \tilde{p} | u_v \rangle|^2 \) are given as follows

TE mode: \( |\langle u_c | \tilde{p} | u_v \rangle|^2 = \begin{cases} M_p^2/2 & \text{Heavy hole} \\ M_p^2/6 & \text{Light hole} \end{cases} \)

TM mode: \( |\langle u_c | \tilde{p} | u_v \rangle|^2 = \begin{cases} 0 & \text{Heavy hole} \\ 2M_p^2/3 & \text{Light hole} \end{cases} \)

The total absorption coefficient is equal to \( \sum_l \alpha_l(\omega) \). The eigenstates can be separated into two groups: (a) bound states with energies below the subband absorption edge (b) unbound states with energies above the absorption edge. For the unbound states the optical absorption coefficients can be written as

\[
\sum_{l \in \text{unbound}} \alpha_l(\omega) = \alpha_{\text{free}}(\omega) |\psi_{E=h\omega}(0)|^2 \tag{1.68}
\]

where \( \alpha_{\text{free}} \) is the optical absorption coefficient due to the free electron-hole transition obtained in Section 4.1. \( |\psi_{E=h\omega}(0)|^2 \) is usually referred as the Sommerfeld factor. It is quite a task to find the Sommerfeld factor for a quantum well and the Sommerfeld factor can be approximated by that of an exact 2-dimensional exciton. [63]
For the bound states, the largest contribution is from the lowest ground state, so we can ignore the contribution of the high lying states. The total absorption can be approximately calculated by the following equation

$$\alpha_{\text{total}}(\omega) = \alpha_{l=0}(\omega) + \alpha_{\text{unbound}}(\omega) \tag{1.70}$$

It is difficult to calculate an exact solution to the exciton Hamiltonian either analytically or numerically. To find the binding energy, the approach usually adopted is the variational method, in which the exact envelop function of the exciton is approximated by a trial function. The physical dimension and shape of the trial wavefunction is determined by one or more variation parameters, which are varied to minimize the total energy calculated using the trial function.

In Figure 13, we show the exciton binding energies of Al$_{0.3}$Ga$_{0.7}$As/GaAs and In$_{0.2}$Ga$_{0.8}$As/GaAs QWs with an as-grown well width equal to 100 Å as a function of $L_d$. For both heavy and light holes, the exciton binding energies first increase with $L_d$ until $L_d$ reaches approximately 20 Å and the binding energies start to decrease. The explanation of this trend is that when $L_d$ is smaller than 20 Å the energy levels are below the crossover point and the effective well width is smaller than the as-grown well width. As a result, the quantum confinement is larger than in the as-grown square quantum well, which leads to a larger binding energy. When $L_d$ is larger than 20 Å, the effective well width seen by the carriers starts to increase with $L_d$ and the quantum confinement by the well potential, as well as the binding energy, starts to decrease. It has to point out here that in AlGaAs/GaAs quantum wells, there are two competing forces determining the exciton binding energy when $L_d > 20$ Å: the mole fraction of Al in the well layer and the quantum confinement of the carriers along the growth direction. When $L_d$ increases, the mole fraction of Al in the well centre increases resulting in increase in binding energy. This effects is opposite in sign to the effect of quantum confinement.

When the binding energy of the exciton is increased the probability of finding the electron and hole at the same place is increased (i.e. $|\Psi(0)|^2$ is increased) as the radius of the exciton is reduced. The optical absorption coefficient of the excition peak is increased as a result. This is clearly demonstrated in the absorption coefficients shown in Figure 14. The peak absorption coefficient of the exciton increases by about 10% when $L_d$ is increased from 0 to 20 Å. The absorption peak starts to decrease when $L_d$ is larger than 20 Å, which agrees well with the trend of the binding energy.

In the theory discussed above, the valence band structure is parabolic as the mixing of heavy and light holes is ignored. In section 3.2, we have shown that the hole subbands are highly non-parabolic because of valence band mixing, which can affect the exciton binding energy of an interdiffused
Fig. 13. Exciton binding energies of Interdiffused Al$_{0.3}$Ga$_{0.7}$As/GaAs and In$_{0.2}$Ga$_{0.8}$As/GaAs quantum wells as a function of $L_d$. The as-grown well width is 100 Å.
quantum well. Meney [71] have calculated the exciton binding energy of a diffused quantum well including the valence band mixing effects. When the coupling of heavy and light holes are included, the exciton envelope function is no longer a scalar and should be represented by a spinor, with four components corresponding to the four heavy and light hole states. The exciton Hamiltonian is a $4 \times 4$ matrix. The heavy and light hole mixing couples the $1s$ exciton of the lowest subbands to the excitons with non-$s$ symmetry of higher lying subbands. It is not possible to observe the non-$s$ exciton as $|\Psi(0)|^2$ [51] is zero when the exciton does not have the $s$ symmetry. An important effect of the mixing of non-$s$ exciton is the reduction of optical absorption coefficient due to the mixing of $s$ and non-$s$ excitons. However, owing to the valence band mixing effects, the heavy hole subband has a larger effective mass than that in the parabolic band approximating. A larger hole effective mass implies a larger exciton reduced mass and a larger exciton binding energy as well as a larger absorption coefficient. The optical absorption coefficients are determined by the relative strengths of these two competing factors. Although, the valence band mixing effects have been included in Meney's study, no detailed comparison of two models have been made. Nevertheless, an estimate can be made from the comparison of these two models for square
5 QUANTUM CONFINED STARK EFFECTS IN INTERDIFFUSED QUANTUM WELLS

The electro-optic effect in interdiffused quantum wells has attracted wide attention [64,67–69,73] because of its applicability to various optoelectronic devices. The quantum-confined Stark effect is most notable, since strong exciton absorption occurs at room temperature in an interdiffused quantum well [64]. When an electric field is applied to a diffused quantum well, the subband energy levels as well as the energy position of the excitonic absorption peak are shifted. The change in electroabsorption due to Stark shift is enhanced because of the large optical absorption coefficients of the exciton at the room temperature. This is the main reason why quantum wells, both square and non-square, are suitable for the realization of optical switching devices such as the self-electro-optic effect devices (SEEDs). The quantum confined Stark effects in interdiffused quantum well have been studied experimental by Ghisoni et al. [73] and Ralston et al. [64], where they both found the enhancement of quantum confined Stark effects and small reduction of exciton absorption peak in interdiffused quantum well.

The magnitude of the Stark shift for a given applied field is dependent upon the quantum well structure (i.e., the well width, the barrier height, and the shape of the confinement profile). Some interdiffused non-square quantum wells can provide an enhanced Stark shift because the energy separation between the first and second subband can be smaller or greater in an interdiffused quantum well than in a square well depending on the degree of interdiffusion. In this section we present and discuss the theory and effects of interdiffusion on the quantum confined Stark effects.

As an example for discussion, we consider an as-grown square AlGaAs/GaAs quantum well of width $L_z = 100$ Å, which is clad with 1000 Å thick Al$_{0.3}$Ga$_{0.7}$As/GaAs barriers. The interdiffused quantum well profile is modeled by an error function as discussed in Section 2. The subband energy levels can be calculated using the following equation

$$
\left[ \frac{-\hbar^2}{2} \frac{\partial}{\partial z_i} \frac{1}{m_i(z_i)} \frac{\partial}{\partial z_i} + V_i(\tilde{w}, \tilde{v}, z_i) + p_i e \xi z_i \right] \phi_{i,n}(z_i) = E_{i,n} \phi_{i,n}(z_i)
$$

(1.71)

where $i = e, h$ denote electron and hole respectively and, $p_e = -1$ and $p_n = 1$. $E_{i,n}$ is the energy of the $n$-th level of the $i$ carrier. This equation is obtained using the envelop approximation discussed in Section 3 with the addition of the interaction energy due to the external electric field. The
subband envelop functions obtained can then be used to calculate the exciton wavefunctions and hence the optical absorption coefficients as shown in Section 4. To determine the exciton wavefunction, the envelop function used in Eq. (1.61) should be replaced by the envelop function obtained from Eq. (1.71) given above. The envelop functions used in Eq. (1.65) for the optical absorption coefficients should also be replaced by envelop functions dependent on the applied electric field $\xi$.

The Stark shift energy $\Delta E$ for the transition from the first conduction subband to the first heavy hole subband for various interdiffused quantum well structures are shown in Figure 15 up to an electric of 50 kV/cm. We have included the results for $L_d = 0$, 20, and 40 Å. We notice that the Stark shift energy first decreases with $L_d$ increases from 0 to 20 Å. For the same electric field the Stark shift for $L_d = 20$ Å is smaller than the shift for $L_d = 0$ Å. However, the Stark shift for $L_d = 40$ Å is greater than that of $L_d = 0$ Å. At an electric field of 50 kV/cm, the Stark shift for $L_d = 40$ Å is about twice that of the as-grown square well, while that for $L_d = 20$ Å is about 60% of the as-grown square well.

The effects of interdiffusion on the quantum confined Stark effects can be understood in terms of the effects of interdiffusion on the energy separation between the first and second subband. According to the discussion in Section 3.1, when interdiffusion is first started, the energy separation between the first and second subband is increased with $L_d$. For a quantum well with width of 100 Å, this increase in energy separation occurs before $L_d = 20$ Å. After $L_d$ increases beyond this value, the energy separation between the first and second subband starts to decrease. For small electric fields, the Stark shift for carrier $i$, $\Delta E_i$, can be expressed in terms of the applied electric field using the second order perturbation theory [46] as follows

$$\Delta E_i \approx -\frac{|\langle E_{i,2}|e\xi z_i|E_{i,1}\rangle|^2}{E_{i,2} - E_{i,1}} \quad (1.72)$$

This expression predicts that the Stark shift has a parabolic dependence on the electric field, which is approximately correct for small electric fields as shown in Figure 15. In Eq. (1.72), the Stark shift is inversely proportional to the energy separation between the first and the second subbands. Therefore when $L_d$ is smaller than approximately 20 Å, the energy separation $E_{i,2} - E_{i,1}$ is increased with $L_d$ and, according to equation (1.72), the Stark shift is smaller than the as-grown square well. For $L_d > 20$ Å, $E_{i,1} - E_{i,2}$ is reduced by the increase in interdiffusion and the Stark shift is then increased with the degree of interdiffusion.

The TE mode absorption coefficient for the as-grown square quantum well and the diffused quantum well ($L_d = 0, 20$ and 40 Å) are shown in Figure 16. For the same change in electric field from 0 to 50 kV/cm, the Stark shifts are
Fig. 15. Stark shifts of interdiffused Al$_{0.3}$Ga$_{0.7}$As/GaAs and In$_{0.2}$Ga$_{0.8}$As/GaAs quantum wells for $L_d = 0, 10, 20, 30, 40, 50$ Å.
Fig. 16. Effects of electric fields on the interband optical absorption coefficients of the interdiffused Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum wells for $L_d = 0, 20, 40$ Å.

approximately 150 meV and 100 meV for the as-grown square well and the interdiffused quantum well with $L_d = 20$ Å. The exciton peaks in both quantum well structures show significant reduction in magnitude when the electric field is increased. At a field of 50 kV/cm, the peak absorption is reduced from 32000 cm$^{-1}$ to 25000 cm$^{-1}$ while the change for the square well is correspondingly from 28000 to 17500 cm$^{-1}$. The reduction in the excitonic absorption peak is due to the reduction of the binding energy and the change in overlap integral of the z-direction envelop functions. When the subband level is Stark-shifted, the electron and the hole are pulled in opposite directions, resulting in an increase in the electron and hole separation and a decrease in the overlap integral and the exciton binding energy. When the Stark-shift is reduced by increasing $L_d$ to 20 Å, the reduction in exciton peak due to the applied electric field is reduced. For $L_d = 40$ Å, the Stark shift is enhanced as shown in Figure 16. The Stark shift at a field of 30 kV/cm is comparable to the Stark shift for a square quantum well at a field of 50 kV/cm. However, the decrease in the exciton peak with the applied electric field is also enhanced with interdiffusion. We notice that the exciton peak for $L_d = 40$ Å decreases from 30000 cm$^{-1}$ to about 14000 cm$^{-1}$ when the field is increased from 0 to 30 kV/cm. For a square well, the decrease in exciton peak absorption is from 30000 cm$^{-1}$ to 17000 cm$^{-1}$ when the field changes.
from 0 to 50 kV/cm. This indicates that exciton binding in a non-square quantum well can be easily reduced by an external electric field.

6 OPTICAL GAIN OF INTERDIFFUSED QUANTUM WELLS

When the probability $P_C$ is greater than the probability $P_V$ in equation (1.48), the absorption coefficient becomes negative, which means that the optical intensity increases with distance travelled and there is a gain in power after travelling through the quantum well medium. The gain spectrum of an interdiffused quantum well is a sensitive function of the subband energies and the electron occupation probabilities of the subbands, which depend on the degree of interdiffusion, as shown in equation (1.48). In Section 3.1, we show that the energy positions of the subbands in a non-square quantum well are not a linear function of the interdiffusion length as they are determined by the shape of the quantum well. It is obvious that the gain spectrum of an interdiffused quantum well does not depend linearly on the interdiffusion length. It is the purpose of this section that we examine the effects of interdiffusion on the gain, differential gain and linewidth enhancement factor of a quantum well.

In the past ten years, a large number of experimental studies [74–86] have been carried out on the application of interdiffusion techniques to the fabrication of quantum well lasers. In the early stage of this development, efforts were mainly concentrated on the application of interdiffusion techniques to disorder selected areas in the wafer and construct a waveguide for transverse confinement of light in the laser structure. Zinc diffusion and silicon induced interdiffusion have been used to fabricate buried heterostructure lasers. [74–76,79] Among these early works, there were a few studies on tuning the operation wavelengths of lasers by using the interdiffusion techniques [81–85]. The concentration of efforts on using the technique to tune the wavelength of the laser occurred in the past few years. O’Brien et al. [83] have used impurity-free interdiffusion technique to fabricate single mode quantum well ridge AlGaAs/GaAs lasers with wavelengths tuned by 11.7 nm. The threshold currents are found to remain unchanged and the differential quantum efficiency is lowered by a factor of 2 after interdiffusion. Poole et al. [84] have shifted the laser wavelengths by 50 ~ 60 nm by ion-implanting $P^+$ into InGaAs/InP quantum wells and annealing afterwards. Ooi et al. [85] have studied the fabrication of multiple wavelength lasers in GaAs/AlGaAs structure using a one-step spatially controlled technique based on the technique of impurity-free interdiffusion. In this approach SrF$_2$ is used as diffusion barrier to prevent the out-diffusion of Ga atoms into the SiO$_2$ deposited on the wafer. The wavelength shift is controlled by changing the area covered by SrF$_2$. 
In the application of the interdiffusion technique to fabricate buried heterostructure lasers, the optical properties of the quantum well structure is modified by interdiffusion. The theory and the physics of the optical properties of interdiffused quantum well have been covered in Section 4 and will not be discussed here. To understand and interpret the experiments in which the laser wavelengths are shifted by interdiffusion, it is necessary to determine the gains of the interdiffused quantum wells. The gain of an interdiffused quantum well can be calculated using the expression of optical absorption with the appropriate occupation probabilities for electrons and holes. The electron and hole occupation probabilities are determined by the positions of the quasi Fermi levels \( E_f^c \) and \( E_f^v \) which are given by

\[
N = \int_{-\infty}^{\infty} D_c(E) \frac{1}{\exp \left( \frac{E-E_f^c}{kT} \right) + 1} dE = \int_{-\infty}^{\infty} D_v(E) \frac{1}{\exp \left( \frac{E-E_f^v}{kT} \right) + 1} dE
\]

(1.73)

where \( N \) is the number density of carriers injected into the quantum well and \( D_c \) and \( D_v \) are the density of states of the conduction and valence subbands. It is usually assumed that the numbers of holes and electrons are equal, although in reality there may be some deviation from this condition [88].

We are not only interested in the stimulated emission rates of an interdiffused quantum well, but also the spontaneous emission rates, as spontaneous emission constantly reduces the number of electron-hole pairs and change the non-equilibrium distribution into an equilibrium one. Photons from spontaneous emission are incoherent and therefore do not contribute to the laser light output. To maintain the condition for optical amplification in an interdiffused quantum well, a constant current is needed to replace carriers lost due to spontaneous emission. The threshold current is thus defined as the minimum current required to obtain positive optical gain for a specific laser structure. If a laser structure has a mirror loss \( \alpha_M \) and an internal loss \( \alpha_I \). The condition of positive optical gain is \( g(N) > \alpha_M + \alpha_I \), where \( g(N) \) is the gain of the interdiffused quantum well which is a function of the injected carrier density \( N \). The threshold carrier density is defined as the injected carrier density at which the condition of positive gain is satisfied. The threshold current density is defined as the required current for the threshold carrier density. To calculate the threshold current it is necessary to know the spontaneous emission rate as the injected current density is defined as the spontaneous emission rate times the charge of an electron. The spontaneous emission rate can be calculated from the expression for the gain by replacing the term \( f_c - f_v \) by \( f_c(1 - f_v) \). The total spontaneous emission rate is calculated by summing over all the polarization directions and averaging over all directions, which gives the following equation [89]

\[
R_{\text{total}} = \frac{2}{3} R_{TE} + \frac{1}{3} R_{TM}
\]

(1.74)
6.1 Fermi Levels of Interdiffused Quantum Well Lasers

When the quantum wells are interdiffused, the potential profiles of the quantum wells are modified to error function profiles according to expressions given in Section 2. The bottoms of the electron and hole confinement potentials are increased and the interband transition energies as well as the operation wavelengths are blue-shifted as a result of interdiffusion. To understand the effects of interdiffusion on characteristics such as gain and differential gain etc., it is sufficient to consider the subband energies as they have a very strong effect on the quasi Fermi levels. The subband edge energies of the Al$_{0.3}$Ga$_{0.7}$As/GaAs interdiffused quantum wells considered here are shown in Figure 5 and discussed in detail in Section 3. At the early stage of interdiffusion ($L_d < 15$ Å) all the subband energies, except the top subbands (C3 and HH3 in Figure 5), increase with the increase in $L_d$. The increases in energies for C2, HH2, LH1 and LH2 in Figure 5 are larger than the increases in C1 and HH1, which leads to an increase in energy separation between the first subband and subbands lying above. When $L_d$ is greater than 15 Å, the subband energies start to decrease gradually as the non-square quantum well potential starts to become shallow and the effective well width starts to increase.

The increase in the energy separation between the first subband and those lying above due to the decrease in the effective well width leads to an increase in the quasi Fermi energy (hereafter referred as Fermi energy) as more carriers occupy the first subband. The electron and hole Fermi energies measured from the bottom of the first subband are shown in Figure 17. For Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum wells, the electron and hole Fermi energies for various carrier densities shown in Figure 17 increase slightly with $L_d$ when $L_d < 15$ Å and then gradually decrease with $L_d$ for $L_d > 15$ Å. This trend can be explained by the changes in energy separation between subbands. The changes in Fermi energies discussed above will affect the optical gain through changing the conduction and valence band occupation probabilities, which will be discussed in detail in the following section.

6.2 Gain, Differential Gain and Linewidth Enhancement Spectra of Diffused Quantum Well Lasers

The gain, differential gain and linewidth enhancement factors for interdiffused Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum wells are shown in Figure 18. Only an injected carrier density of $5 \times 10^{12}$ cm$^{-2}$ is considered since the gain of the as grown square quantum well with this injected density exceeds the loss (about 1200 cm$^{-1}$) of a typical laser structures. To calculate the internal loss we take the following typical values for the optical confinement factor $\Gamma = 0.04$, laser cavity length $L = 300 \mu$m and mirror reflectivity $R = 0.32$.  

and non-radiative absorption $\alpha = 10 \text{ cm}^{-1}$. The total loss equals 48 cm$^{-1}$ and the minimum material gain needed to support lasing is 1200 cm$^{-1}$. When the interdiffusion length ($L_d$) increases, the gain, differential gain and linewidth enhancement factor spectra shift to shorter wavelengths, which is the result of the increase in transition energy between the hole and electron first subbands as the well composition changes. We notice that the gain peak first increases by 2–3% when $L_d$ is increased to about 10 Å and then gradually decreases when $L_d$ is further increased. The decrease in gain with $L_d$ when $L_d > 20$ Å is quite rapid as the peak gain at $L_d = 20$ Å and 40 Å are respectively
Fig. 18. The gain, differential gain and linewidth enhancement factor spectra of interdiffused Al₀.₃Ga₀.₇As/GaAs quantum wells for \( L_d = 0, 5, 10, 15, 20, 30, 40, 50 \) Å.  

95% and 50% of the peak gain of the as grown square quantum well. These changes can be explained by the behavior of the Fermi energy discussed in Section 6.1. The hole and electron Fermi energies for Al₀.₃Ga₀.₇As/GaAs quantum wells first increase when \( L_d < 10 \) Å and then decrease as \( L_d \) is further increased beyond 10 Å. The increases in Fermi energies result in increases in the electron and hole occupation probabilities of the first subband and as a consequence increases the optical gain of the quantum well laser. This increase in gain gives a range of \( L_d \) in which one can tune the operation photon energy of the laser without any substantial deterioration of the gain.
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and substantial increase in the injected current. Although the peak gain starts to decrease when \( L_d > 10 \text{ Å} \), we note that the peak gain at \( L_d = 15 \text{ Å} \) is approximately the same as that of \( L_d = 0 \text{ Å} \). Therefore we can shift the operation energy by about 50 meV. A very similar trend is also observed in the numerical results for the gain of TM mode, which will not be discussed in detail here owing to the lack of space.

The differential gain is an important characteristic of interdiffused quantum well lasers as it is directly related to the modulation speed. The differential gain \( \frac{dg}{dN} \) is calculated using the following expression:

\[
\frac{d g}{d N}(E, N) = \lim_{\Delta N \to 0} \frac{G(E, N + \Delta N) - G(E, N)}{\Delta N}
\]

where \( E \) is the photon energy and \( N \) is the carrier density. The linewidth enhancement factor \( \alpha \) is a key parameter that determines the performance of semiconductor laser both under \( \text{cw} \) operation and under high-frequency modulation. The factor \( \alpha \) is the ratio of the change of the refractive index \( n \) with the carrier density \( N \) to the change in the optical gain \( g \) with the carrier density, which is expressed as

\[
\alpha = -\frac{4\pi}{\lambda} \frac{dn}{dN} \frac{d g}{d N}
\]

where \( \lambda \) is the wavelength. \( \frac{dn}{dN} \) in equation (17) can be obtained from \( \frac{dg}{dN} \) by the Kramers-Kronig transformation.

As the degree of interdiffusion increases the differential gain and the linewidth enhancement factor spectra are blue-shifted as the gain spectra. However, in contrast with the gain spectra, it is interesting to note that the differential gain and the linewidth enhancement factor around the gain peak wavelengths are not strongly dependent on \( L_d \) as the gain spectra. In the differential gain (linewidth enhancement factor) spectra, there is a shoulder (elbow) around the transition energies of the gain peak due to the step in the joint density of states around the bandgap energy. The height of this shoulder (elbow) is approximately the largest differential gain (smallest linewidth enhancement factor) one can obtain from the material around the gain peak by tuning the operation wavelength. We notice that in both material systems the dependence of the height of the shoulder (elbow) on \( L_d \) is weak (about 10–20%) if the carrier density is kept constant. This implies that we can tune the operation wavelength of the laser by interdiffusion without any substantial deterioration in the relaxation oscillation frequency and chirping performance. To understand the effect of interdiffusion on the differential gain (we only need to consider the differential gain here as the linewidth
The enhancement factor is related to the differential gain by equation (1.76) we consider the following approximate expression of the differential gain

\[
\frac{dg}{dn} = D(E)|P|^2 \left[ (f^C(1 - f^C) \frac{dE^C_E}{dn} - f^h(1 - f^h) \frac{dE^H_E}{dn} \right]
\]

where \(D(E)\) and \(P^2\) are respectively the joint density of states and the optical matrix element. The term \(f^C(1 - f^C) \frac{dE^C_E}{dn}\) is greater than the term \(f^h(1 - f^h) \frac{dE^H_E}{dn}\), which will be ignored in the following discussion, as the electron effective mass is smaller than the hole effective masses and \(\frac{dE^C_E}{dn}\) is greater than \(\frac{dE^H_E}{dn}\). To illustrate the relation between the gain, \(D(E)\), \(\frac{dg}{dn}\) and \(f^C(1 - f^C)\), we show the dependence of these quantities schematically on the photon energy in Figure 19. The function \(f^C(1 - f^C)\) has a peak at the Fermi energy. When \(L_d\) is increased the electron Fermi energy is decreased so the curve for the function \(f^C(1 - f^C)\) shifts to the left in the schematic diagram and the value of the function \(f^C(1 - f^C)\) at the gain peak wavelength increases with \(L_d\). The factor \(\frac{dE^C_E}{dn}\) decreases with the increase in \(L_d\) and so compensate the increase in \(f^C(1 - f^C)\). As a result the differential gain is not strongly dependent on \(L_d\).
In order to assess interdiffusion as a viable technique for shifting the operation wavelengths of lasers integrated monolithically, it is necessary to know how the injection current changes with the degree of interdiffusion. In Figure 20 we show the dependence of the peak gain on the injected current density due to spontaneous emission for \( L_d \) between 0 and 50 Å. For \( 0 < L_d < 15 \) Å the peak gain of \( \text{Al}_{0.3}\text{Ga}_{0.7}\text{As/GaAs} \) QW has a small dependence on \( L_d \) and thus the curves in Figure 20 for these \( L_d \) cannot be resolved. The components of the injection current due to other mechanisms such as carrier leakage are ignored as the main focus here is in the material performance. The material peak gain shown in Figure 20 can be compared with the loss of 1200 cm\(^{-1}\) in a typical laser structure and determine the required injected current density. From Figure 20 the as-grown \( \text{Al}_{0.3}\text{Ga}_{0.7}\text{As/GaAs} \) quantum well requires a current density of 320 A cm\(^{-2}\) respectively to reach the lasing threshold. When \( L_d \) is increased from 0 to 50 Å, the current density should be increased to a value larger than 700 A cm\(^{-2}\) to keep the peak gain equal to the loss, which is more than two times the current requirement of an as-grown square well. For practical operation of interdiffused quantum well lasers, we have to limit the injected current after interdiffusion and therefore limit the degree of interdiffusion. Assuming that we can allow an increase in the injected current by 30% after interdiffusion and the peak gain is still 1200 cm\(^{-1}\).
From Figure 20 the maximum $L_d$ for Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum well that still satisfies the current and gain limits is 25 Å. From Figure 18 we find that with $L_d = 25$ Å the Al$_{0.3}$Ga$_{0.7}$As/GaAs QW can be tuned approximately by about 100 meV, which is equivalent to 54 nm.
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APPENDIX

Effective Hamiltonian Approach for Calculation of the Valence Band Structure

The mixing of the light hole and heavy hole in the valence band structure, which have strong effects on the optical properties, is described by the Luttinger-Kohn Hamiltonian [22]. As a result of band-mixing the envelope function as well as the periodic part of the Bloch wavefunction are functions of \( k_z \), the wavevector in the plane perpendicular to the direction of crystal growth. To find the valence subband structures and the envelope functions of a quantum well, it is necessary to diagonalize the Luttinger-Kohn Hamiltonian.
with the appropriate confinement potentials for heavy and light holes. In this study, we adopt the effective Hamiltonian approach described in [23] to calculate the valence subband structure. In this approach, the hole envelope functions \( \Psi_{sl}(k_{//}, z) \) for spin components \( s = \pm 3/2, \pm 1/2 \) of the Luttinger-Kohn Hamiltonian at any finite \( k_{//} \) is expressed as a linear combination of the envelope functions \( \psi_{s,l}(z) \) at \( k_{//} = 0 \) as follows

\[
\psi_s(k_{//}, z) = \sum_{l=1}^{M} d_{s,l}(k_{//}) \cdot \psi_{s,l}(z), \quad s = -\frac{3}{2}, -\frac{1}{2}, \frac{1}{2}, \frac{3}{2}
\] (4)

where \( \psi_{s,l}(z) \) are the zone-centre \( (k_{//} = 0) \) envelope functions of valence subbands obtained by solving equation (3) and \( d_{s,l}(k_{//}) \) are coefficients to be determined by the Rayleigh-Ritz variational method. \( s = \pm 1/2 \) and \( s = \pm 3/2 \) denote the light hole and the heavy hole subbands considered in equation (3). The accuracy of this approximation depends on \( M \), the number of wavefunctions used in the linear expansion. In this study, a basis set of 40 envelop functions is used in the calculation and the results obtained are accurate within the energy range which is typical for QW laser operation. According to the Raleigh-Ritz method, the coefficients \( d_{s,l}(k_{//}) \) are coefficients of the eigenvectors of the following effective Hamiltonian

\[
\begin{bmatrix}
\tilde{E}_{3/2} + \tilde{S}_{//} & \tilde{C} & \tilde{B} & 0 \\
\tilde{C}^* & \tilde{E}_{-1/2} - \tilde{S}_{//} & 0 & \tilde{B}^T \\
\tilde{B}^* & 0 & \tilde{E}_{+1/2} - \tilde{S}_{//} & \tilde{C}^T \\
0 & \tilde{B}^* & \tilde{C}^* & \tilde{E}_{-3/2} + \tilde{S}_{//}
\end{bmatrix}
\] (5)

where \( \tilde{E}_x, \tilde{B} \) and \( \tilde{C} \) are \( M \) by \( M \) submatrices with matrix elements given by

\[
C_{jj} = \left[ \frac{3}{4} \right]^{1/2} \frac{h^2}{m_o} \gamma_2 (k_x - i k_y)^2 \int_{-\infty}^{\infty} dz \psi_{-3/2,j}(z) \psi_{1/2,j}(z)
\] (6a)

\[
B_{jj} = 3^{1/2} \frac{h^2}{m_o} \gamma_2 (-k_x - i k_y) \int_{-\infty}^{\infty} dz \psi_{3/2,j}(z) \frac{\partial}{\partial z} \psi_{-1/2,j}(z)
\] (6b)

\[
E_{\pm 3/2,jj'} = \delta_{jj'} E_{H,j} - \frac{h^2}{2m_{//H}} k_{jj'}^2
\] (6c)

\[
E_{\pm 1/2,jj'} = \delta_{jj'} E_{L,j} - \frac{h^2}{2m_{//L}} k_{jj'}^2
\] (6d)

where \( \gamma_2 \) is the Luttinger parameter and \( j, j' = 1, 2, \ldots N \). \( E_{H,j} \) and \( E_{L,j} \) denote the \( j \)-th subband energy of the heavy and light hole respectively. \( S_{//} \) is the diagonal submatrix containing the potential due to strains in the crystal lattice, the expressions of which will be discussed in the following section.
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1 INTRODUCTION

The thermal stability of semiconductor heterostructures and in particular their interdiffusion has been an issue since the first heterostructures were produced. While some early work on self-diffusion in semiconductors goes back to the 1960's with work on silicon and germanium [1]. Some of the first work on interdiffusion was by Chang and Koma [2] in 1976, on the GaAs/AlAs system and since then there has been a proliferation of papers looking at most of the material systems that have been grown. In addition to the wide range of systems studied, the effects of a wide range of perturbations on the diffusion have been studied. These perturbations have included the surface condition (i.e. arsenic overpressure [3–6] or encapsulant [3–8]), doping [9–12], and ion implantation of a large variety of elements, for example [13,14], and in order to study these various effects a variety of techniques have been used, including Auger profiling [2], SIMS [9], TEM [15] and photoluminescence [14,16]. However, despite this huge quantity of work there is still some uncertainty as to the exact mechanisms responsible for the interdiffusion. Indeed the key
parameters necessary to characterise diffusion in materials, the activation energy and prefactor are still somewhat uncertain, with activation energies of 0.32 [17] to 6.2 eV [4] being quoted together with prefactors which cover a range of some 21 orders of magnitude. Much of this variation in the measured activation energies can be attributed to the use of small data sets and the resulting experimental uncertainties in $E_A$ cause the massive variations in measured $D_o$ values.

In this chapter we will provide an overview the experimental techniques used to measure interdiffusion and highlight the factors necessary for obtaining reliable data on interdiffusion. We will then go on to provide a review of the literature regarding the diffusion mechanisms thought to be responsible for interdiffusion of III-V heterostructures and the effects that the surface conditions, doping and strain have on the interdiffusion.

2 MEASURING INTERDIFFUSION

A number of techniques have been used to measure interdiffusion in III-V heterostructures. They can however, be divided in to two broad methods; direct compositional mapping and indirect compositional determination.

Direct compositional mapping techniques are in principle by far the best techniques for measuring interdiffusion as they should provide a compositional profile which can be directly fitted with a diffusion model. These techniques should be able to determine firstly whether the diffusion process is Fickian, and then the diffusion coefficient for the process. Auger profiling, which was used by Chang and Koma [2], to profile GaAs/AlAs heterostructures, was probably the first technique used to measure interdiffusion in III-V materials. However, it is not widely used and this is partly due to the fact that relatively thick layers are required, rather than the quantum well and superlattice structures which are routinely grown. Secondary Ion Mass Spectrometry (SIMS) which has been used by a number of groups, has the additional advantage that it can be used to correlate the diffusion of impurities with interdiffusion. This technique has been used to monitor diffusion following ion implantation [19], and the diffusion in the presence of impurity or dopant atoms. One of the most widely quoted examples of this is the work of Mei et al. [9] who studied the effects of dopants such as silicon and tellurium on the diffusion of GaAs/AlGaAs superlattices. Other direct compositional mapping techniques which have been applied to the study of III-V interdiffusion are Rutherford Backscattering Spectroscopy (RBS) [20,21] and Transmission Electron Microscopy [15]. RBS, like Auger profiling, has a limited resolution and hence is not very good for accurate measurements of diffusion. However, it can be used in certain situations where other techniques are not applicable in order to compare diffusion.
between samples [20]. TEM has good resolution and is able in theory to measure a wide range of diffusion lengths. However, the application of TEM to interdiffusion requires excellent high resolution electron microscopy (HREM) combined with image analysis [15] in order to obtain compositional maps and this, coupled with the difficult sample preparation required, has limited its application.

All of these techniques do however suffer from problems. With techniques such as Auger profiling and SIMS for example, the profiling is achieved through sputtering the surface with an ion beam. This sputtering will cause some intermixing of the layers and care has to be taken in the collection and analysis of the data to minimise such effects. Another problem, particularly with SIMS is in the calibration of the SIMS yield with composition. Neither of these problems are a fundamental obstacle but they do require good experimental practice in order to obtain reliable data. A rather more important obstacle in using these techniques for accurate determination of diffusion constants is that, with the possible exception of RBS, they are destructive. This means that a sample can be annealed and its diffusion measured, but in order to follow the diffusion as a function of time a number of samples must be used each of which has been annealed at a given temperature for different times. Following the time dependence in this manner is very time consuming and in consequence has only been done by a few groups. However, a failure to look for time dependent effects can seriously affect the diffusion coefficients measured. As an example of this one can look at the literature on the effect of gallium implantation on III-V diffusion. As gallium can be used in focused ion beam systems, for direct writing onto surfaces with fine feature sizes, it attracted a lot of attention as a possible candidate to use for selective area enhanced diffusion [22]. Consequently a number of groups looked at the effect of gallium implantation of the interdiffusion of quantum wells [23,24]. A number of these observed that gallium implants produced an enhancement of the interdiffusion. When the time dependence of the interdiffusion following annealing was measured [14] it could be seen that the diffusion coefficient for intermixing was unchanged following gallium implantation but that the implantation damage caused a rapid transient interdiffusion, furthermore this damage related interdiffusion was not confined to gallium implants but was present following any implant, Figure 1.

The second range of techniques available for measuring interdiffusion are those which yield the composition profile indirectly. The two most common of these are optical techniques and X-ray diffraction [25]. Of the optical techniques photoluminescence is the most widely used [12,14,16] although absorption [26], reflectance [27], cathodoluminescence [28] and Raman spectroscopy [29] have all been used. With the exception of Raman spectroscopy, which looks at the change in the phonon energies with
Fig. 1. Diffusion length squared against anneal time for samples implanted with $10^{13}$ cm$^{-2}$ of either gallium, arsenic or krypton ions compared to an unimplanted sample. It can be seen that neither gallium or krypton have any effect upon the diffusion coefficient for intermixing, i.e. the gradient of the line. Whilst the arsenic implant produces an enhancement of the interdiffusion which decays with time. However, for all three implanted ions there is an initial fast process, which is over within the first anneal, which is equal for all species and is due to the diffusion of vacancies created by the implant.

interdiffusion, all of these techniques look for changes in the confined energy levels in quantum well systems and correlate these changes with a theoretical model for how the confined state should change with diffusion. The usual principle for the modelling is to assume that the diffusion is Fickian with a concentration-independent diffusion coefficient. The composition profile as a function of the diffusion length, $L_D$, can then be calculated using the error function solution for a thin layer in infinitely thick barriers,

$$C(z) = C_B + \left( \frac{C_W - C_B}{2} \right) \left[ \text{erf} \left( \frac{h - z}{L_D} \right) + \text{erf} \left( \frac{h + z}{L_D} \right) \right]$$

where $C_B$ is the concentration of the diffusing species in the barrier, $C_W$ is the concentration of the diffusing species in the well, $2h$ is the well thickness and $z$ is the depth with the well centre at $z = 0$.

Once the composition profile for a given diffusion length has been calculated, this can be used to calculate the conduction and valance band energy profiles and then the Schrödinger equation can be solved to determine the confined states and hence the photoluminescence transition energy,
Fig. 2. A schematic diagram of the conduction and valance band potentials for various diffusion lengths and showing how the confined states change with annealing. The arrows indicate the photoluminescence transitions which can be monitored to measure diffusion.

Figure 2. In order to perform these calculations it is necessary to know the band-gap, band offset ratios and effective masses of the material system being studied as a function of the composition.

Using this method it is therefore possible to convert a shift in the photoluminescence peak following annealing to a diffusion length, see Figure 3. As the diffusion length, $L_D = 2\sqrt{D \tau}$ where $D$ is the diffusion coefficient and $\tau$ is the anneal time, the photoluminescence peak shift can be converted directly into a diffusion coefficient.

This method of performing a single anneal and calculating the diffusion coefficient would, however, have the same potential for error as the destructive methods and in addition it relies on the assumption that the diffusion is Fickian with a concentration independent $D$ and has no means for checking the validity of this assumption. In order to overcome these deficiencies it is necessary to perform a number of anneals at a given temperature, on a single sample and measure the photoluminescence following each anneal. As the assumption used in the model is that the diffusion length is a square-root function of time it is possible to check the assumption by plotting $L_D^2$ against anneal time and looking for a linear dependence. As well as providing a consistency check on the experimental method this technique provides statistically more reliable data and allows for time dependent effects, such
Fig. 3. A graph of photoluminescence peak shift against diffusion length calculated for a 10 nm In$_{0.2}$Ga$_{0.8}$As well in GaAs barriers. Using this graph the shift in the photoluminescence peak can be converted into a diffusion length.

Fig. 4. Reflectance spectra for a 10 nm In$_{0.2}$Ga$_{0.8}$As well in GaAs barriers before and after annealing at 1000°C. The positions of the $n = 1$ and $n = 2$ transitions are marked and agree with the theoretical predictions for a diffusion length of 8.5 nm.
as the post implant diffusion behaviour, to be observed. In order to provide further confirmation of the model used to interpret the data it is possible to measure the higher energy confined states and compare these with the same model. This has been done for the InGaAs/GaAs system using reflectance spectroscopy and has shown excellent agreement [27], Figure 4.

While this section has shown the range of techniques available for studying diffusion and their advantages and disadvantages, they are only part of the story for obtaining good diffusion data. Probably the key stage in a diffusion measurement and one which rarely receives much attention is the annealing. In order to measure accurate activation energies for diffusion processes it is necessary to measure diffusion coefficients over as wide a temperature range as possible. All of the techniques mentioned above, with the possible exception of TEM, would struggle to measure diffusion lengths over even two orders of magnitude and this would correspond to four order of magnitude in diffusion coefficient. In order to obtain a wide range of diffusion coefficients it is necessary to have anneal times over as wide a temperature range as possible. This is most commonly achieved by using rapid thermal annealing (RTA) systems for anneals in the range of seconds to tens of minutes and conventional furnace systems for longer anneal times, up to weeks [30]! The use of RTA systems in particular can cause serious problems for temperature calibration depending on the design of the system. It is not unknown for RTA systems to have >50°C errors and for these errors to be a strong function of the annealing temperature. Thus even if the measurement technique was perfect serious errors in the values for activation energy and prefactor can occur.

3 INTERDIFFUSION OF GaAs BASED MATERIALS

The interdiffusion of heterostructures, like self-diffusion, must proceed through the movement of point defects in the crystal. The interdiffusion rate must therefore be a function of the diffusivity of those point defects and their concentration. If, for example, we consider the case of group III vacancy controlled interdiffusion of the group III sublattice, then we can express the interdiffusion coefficient, \( D_I \), as,

\[
D_I = f D_V [V_{III}]
\]

where \( f \) is the correlation factor which is related to the crystal structure [31], but is of order unity, \( D_V \) is the vacancy diffusivity, and \([V_{III}]\) is the concentration of group III vacancies. The vacancy diffusivity term, \( D_V \), is an Arrhenius expression of the form

\[
D_V = a_0^2 v \exp \left( \frac{-E_D}{kT} \right)
\]

where \( a_0 \) is the lattice constant, \( v \) is the vibrational frequency, \( E_D \) is the activation energy, and \( k \) is the Boltzmann constant.
where \( E_D \) is the activation energy for diffusion for the vacancy, \( a_0 \) is the jump distance and \( v \) is the jump frequency.

The concentration term \([V_{III}]\) in equation 2 is normally assumed to be thermally activated with vacancies and interstitials being created through Frenkel formation. Thus the group III vacancy concentration is given by an Arrhenius expression,

\[
[V_{III}] = C \exp \left( -\frac{E_F}{kT} \right) 
\]  

(4)

where \( E_F \) is the formation energy of the point defect and \( C \) is a pre-exponential term which is related to the change in entropy of the system due to the introduction of the vacancies.

Thus in the Arrhenius expression for interdiffusion the measured activation energy is the sum of the formation energy, \( E_F \), and the diffusion energy, \( E_D \). Similarly the diffusion prefactor, \( D_0 \), is given by the expression

\[
D_0 = f a_0^2 v C 
\]  

(5)

Of the terms in equation 5, \( a_0 \) and \( n \) are fixed, and thus the entropy term is often used to explain observed variations in \( D_0 \) between experiments. However, as we mentioned in the introduction there is a 21 order of magnitude variation in the measured values of \( D_0 \) and it is not physically reasonable for all this to be attributable to entropy considerations between experiments. This would thus seem to suggests that either the simple theory is very wrong or that most of the variation in prefactors measured in the literature may be due to experimental error. In the following section we will take the GaAs/AlGaAs system as an example and review the activation energy data available in the literature.

4 THE ACTIVATION ENERGY FOR INTERDIFFUSION

One of the first reported studies of the interdiffusion of a III-V material was on an AlAs/GaAs heterostructure by Chang and Koma in 1976. Since then this material has become probably the most widely studied of all the III-V systems. However, despite the enormous amount of work on measuring the diffusion in this system the activation energy for the interdiffusion is still uncertain with values in the literature ranging from 0.32 eV to 6.2 eV. Many of these reported differences in \( E_A \) are used by authors as evidence for a change in the diffusion mechanism. In this section we will compare the data available in the literature on activation energies in the most common III-V materials and show how the data is consistent with a single activation energy and hence a single mechanism.
In Figure 5 we show diffusion coefficients for GaAs/AlGaAs interdiffusion collected from the literature and plotted on an Arrhenius diagram (small dots) [3,6,8,12,14,17,32–37,39,40]. This graph includes data collected under a variety of annealing conditions, doping, etc. Also shown on this diagram are the various published fits to each of these data sets which give the wide range of activation energies quoted above. In plotting the data we have taken all the data to be perfect with no errors in either the measured diffusion coefficient or in the measurement temperature and then used a least squares fit to that data to obtain the activation energy with its corresponding uncertainty. These values are given in Table 1. The first thing that can be seen from Table 1 are the large experimental uncertainties present in the quoted activation energies. These large uncertainties are solely a result of small data sets taken over a limited temperature range. For example Guido et al. [3] have calculated activation energies for samples annealed at only four temperatures over a 75°C temperature range. While this may produce data which can be well fitted by a straight line. The value that is obtained is not very reliable. The squares shown on Figure 5 are our own results, $E_A = 3.6 \pm 0.2$ eV, obtained using photoluminescence over a temperature range of 750° to 1150°C [41] and even over this temperature range, and ignoring any experimental errors, we get an uncertainty of 6% of the measured value. One of the most striking things about Figure 5 is the clustering of data at temperatures between 800°C.
and 1000°C. This is due to the relatively small range of diffusion coefficients which can easily be measured.

It is clear from Figure 5 that a large amount of the data is clustered around the line we have drawn through our own data. If we fit all of the data in this cluster we calculate an activation energy of 3.6 ± 0.1 eV. However, there is also a clear second group of data points which lie significantly below our line. When we make a least squares fit to this data we calculate an activation energy of 3.5 ± 0.2 eV. It thus appears that unless one makes an arbitrary choice of a small subset of the data it is difficult to argue for anything other than an activation energy for GaAs/AlGaAs interdiffusion of ~ 3.5 eV. Given that the data is consistent with a single activation energy process. We have fitted every data point with a line with activation energy 3.5 eV and determined what the corresponding prefactor would be. This data is presented in Figure 6 as a histogram where the height of each column is the number of data points giving a $D_0$ value in a given range. From this diagram it can be seen that the data falls into two distributions, one centred on a $D_0$ value of about 0.2 cm$^2$/s and a second centred around a $D_0$ of 0.007 cm$^2$/s.

### TABLE 1
Activation energies and prefactors with their associated experimental uncertainty calculated from the experimental data in the literature using a least squares fitting routine.

<table>
<thead>
<tr>
<th>Reference</th>
<th>$E_A$/ (eV)</th>
<th>$D_0$/ (cm$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>3.6 ± 0.2</td>
<td>10$^{-0.7}$</td>
</tr>
<tr>
<td>38</td>
<td>5.6 ± 0.1</td>
<td>10$^{0.5}$</td>
</tr>
<tr>
<td>3</td>
<td>3.8 ± 0.1</td>
<td>10$^{-1.0}$</td>
</tr>
<tr>
<td>3</td>
<td>4.5 ± 0.5</td>
<td>10$^{2.3}$</td>
</tr>
<tr>
<td>4</td>
<td>6.2 ± 0.2</td>
<td>10$^{0.9}$</td>
</tr>
<tr>
<td>4</td>
<td>4.5 ± 0.1</td>
<td>10$^{-1.5}$</td>
</tr>
<tr>
<td>4</td>
<td>4.0 ± 0.3</td>
<td>10$^{-0.4}$</td>
</tr>
<tr>
<td>32</td>
<td>3.0 ± 0.2</td>
<td>10$^{-0.6}$</td>
</tr>
<tr>
<td>32</td>
<td>2.4 ± 0.5</td>
<td>10$^{-6.8}$</td>
</tr>
<tr>
<td>32</td>
<td>2.3 ± 0.3</td>
<td>10$^{-6.8}$</td>
</tr>
<tr>
<td>32</td>
<td>1.5 ± 0.5</td>
<td>10$^{-10.4}$</td>
</tr>
<tr>
<td>9</td>
<td>3.6 ± 0.3</td>
<td>10$^{-0.5}$</td>
</tr>
<tr>
<td>10</td>
<td>3.1 ± 0.4</td>
<td>10$^{-4.0}$</td>
</tr>
<tr>
<td>39</td>
<td>4.5 ± 0.1</td>
<td>10$^{-3.1}$</td>
</tr>
<tr>
<td>39</td>
<td>4.8 ± 0.2</td>
<td>10$^{0.0}$</td>
</tr>
<tr>
<td>36</td>
<td>2.8 ± 0.5</td>
<td>10$^{-3.7}$</td>
</tr>
<tr>
<td>37</td>
<td>4.0 ± 0.5</td>
<td>10$^{1.8}$</td>
</tr>
<tr>
<td>35</td>
<td>4.0 ± 0.1</td>
<td>10$^{1.8}$</td>
</tr>
<tr>
<td>18</td>
<td>2.9 ± 0.2</td>
<td>10$^{-4.4}$</td>
</tr>
<tr>
<td>18</td>
<td>1.7 ± 0.1</td>
<td>10$^{-8.2}$</td>
</tr>
<tr>
<td>17</td>
<td>0.3 ± 0.01</td>
<td>10$^{11.6}$</td>
</tr>
</tbody>
</table>
As we suggest that there is a single diffusion mechanism describing all the data in the literature, we need now to account for the observed variations in $D_0$. It has been observed that in careful experiments in InGaAs/GaAs interdiffusion [12,14,16] there can be a factor of two variation in $D_0$ between two nominally identical wafers which were grown sequentially in the same MBE reactor, capped at the same time with silicon nitride and annealed together, see Figure 7. At the time this was attributed to differences in substrate materials. This factor alone could be enough to account for much of the random scatter seen in the data. If this were coupled with the experiment variations one would expect to see between different groups such as differences in furnace calibration, differences in the treatment of ramp times, surface passivation, etc. then the spread in the data is not unexpected. What is more interesting is the presence of the two clusters in the data. Hsieh et al. [4] demonstrated that annealing in a Ga rich environment resulted in a lower interdiffusion coefficient than an As rich environment. Their small temperature range produced an apparent change in $E_A$ from $4 \pm 0.3$ to $6.2 \pm 0.2$ eV. Olmsted et al. [5,6,34] performed a more detailed study in 1993 of the effect of annealing in both Ga rich and As rich conditions. Their original data showed that under both annealing conditions they get essentially the same activation energy but with $D_0$ values approximately two
orders of magnitude different. Again with the Ga rich annealing producing the lower diffusion coefficients. Another paper which presents results of similar experiments was that of You et al. [18]. Their results also show no significant change in $E_A$ with annealing ambient, although in contradiction to the results of Hsieh et al. [4] and Olmsted et al. [5,6,34] they seem to find that the Ga rich anneals give higher diffusion coefficients. This work was performed in collaboration with Holonyak from University of Illinois at Urbana-Champaign. The groups of Major et al. [7] and Guido and Holonyak [40] are responsible for most of the other data which lies in the second cluster consisting of approximately half of the data. This work is significant in that it contains a large amount of data obtained on samples which have been annealed with a silicon dioxide cap as well as some results with silicon nitride caps and some with As overpressure annealing. The results of Major et al. [7], like many other workers, show that an SiO$_2$ encapsulant enhances interdiffusion compared with Si$_3$N$_4$. Their results however, have diffusion coefficients which are nearly two orders of magnitude below those obtained under similar conditions by other groups (e.g. Ralston et al. [37]). The reasons for this large discrepancy is not clear. However, before we discuss a possible mechanism to explain the observed distributions in $D_0$ values shown in

Fig. 7. An Arrhenius plot of diffusion coefficient for two InGaAs samples. The samples were grown sequentially in an MBE reactor, capped side by side in a PECVD reactor with silicon nitride and annealed together. Whilst the experimental scatter around the least squares line is clearly visible it should be noted that the difference in diffusion coefficient between the two samples is almost always constant at approximately a factor of four.
Figure 6 we will discuss the various arsenic overpressure experiments in the literature.

5 ARSENIC OVERPRESSURE ANNEALING

According to the simple diffusion model discussed earlier, if the diffusion is directly related to the thermodynamic equilibrium concentration of point defects, anything which can effect this equilibrium concentration will directly effect the diffusivity. One obvious perturbation will be the surface condition during annealing. As we stated earlier under equilibrium conditions we would expect Frenkel defects to occur. Just considering the group III sublattice in GaAs we would have the following reaction occurring

\[ 0 \leftrightarrow \text{I}_\text{Ga} + \text{V}_\text{Ga} \quad \text{and} \quad [\text{I}_\text{Ga}][\text{V}_\text{Ga}] = k_1 \]  

where \( k_1 \) is a temperature dependant constant. Thus at any temperature there would be an equilibrium concentration of both vacancies and interstitials. Interstitials are suggested [41] to be faster diffusers than vacancies and any gallium interstitial which reaches the surface under an arsenic rich annealing ambient could react with an arsenic atom in the gas phase effectively locking the interstitial at the surface. This would in effect act as a sink for gallium interstitials thus increasing the concentration of vacancies deeper in the crystal. Similarly annealing under an arsenic poor ambient would be expected to result in arsenic evaporating from the surface leaving a gallium rich surface. This excess gallium could then diffuse into the crystal increasing the gallium interstitial concentration. This reaction can be written as,

\[ 0 \leftrightarrow \frac{1}{4} \text{As}_4(\text{vapour}) + \text{I}_\text{Ga} \quad \text{and} \quad [\text{I}_\text{Ga}] = k_2 \cdot P_{\text{As}_4}^{-1/4} \]  

By substituting equation 7 into equation 6 we get

\[ [\text{V}_\text{Ga}] = \frac{k_1}{k_2} P_{\text{As}_4}^{1/4} \]  

Thus it can be seen that if the diffusion is controlled by either vacancies or interstitials and the defect concentrations are in thermal equilibrium then one would expect to see a dependence of the interdiffusion coefficient on the arsenic overpressure during annealing. Experiments to look for these effects have been performed by a number of groups. Guido et al. [3] for example compared the interdiffusion of an GaAs/AlGaAs single quantum well after annealing with an encapsulant of either silicon nitride or silicon dioxide, or an arsenic overpressure. The arsenic overpressure anneals were performed
Fig. 8. Diffusion coefficient against arsenic overpressure taken from three papers. The data of Olmsted et al. shows a clear reduction in diffusion coefficient when the arsenic overpressure is reduced. Apparent dips in diffusivity for high overpressures are probably the result of experimental scatter.

with arsenic partial pressures between $10^{-1}$ and 10 atmospheres. The arsenic overpressure results showed some variation in diffusion coefficient with arsenic overpressure with an apparent minimum diffusion at a partial pressure of approximately 1 atmosphere of arsenic, Figure 8. The increasing diffusion with increased arsenic pressure is consistent with the group III vacancies being responsible for the diffusion and is hence in qualitative agreement with the thermodynamic equilibrium model. The observed increase in diffusion with arsenic pressures below 1 atm was attributed, in the original paper [3], to a possible role for group V vacancies on the group III interdiffusion. Deppe and Holonyak [42] in a review the following year interpreted the rise in diffusion at low arsenic pressure as evidence of group III interstitials becoming the dominant diffusion mechanism. In that paper they fitted the results to a model which appeared to fit the transition from vacancy to interstitial diffusion. However, the model they used was qualitative and did not provide convincing evidence of the change in mechanism. It should be noted that the changes in diffusion coefficient observed by Guido et al. [3] were only at most a factor of two. Considering the activation energy for the diffusion process, this change in diffusion could be caused be a temperature variation in annealing between samples of approximately 10°C. In addition,
Bradley et al. [14] demonstrated that even in carefully controlled experiments changes of a factor of two in diffusion coefficient were easily seen between two nominally identical samples.

Rather more convincing evidence for an effect of arsenic overpressure on diffusion coefficient was published by Olmsted et al. [5], Figure 8. They also looked at the effect of arsenic pressure during annealing on GaAs/AlGaAs interdiffusion, although they looked at an eight order of magnitude variation in arsenic pressure from $10^{-7}$ atm to 10 atm. Their work also showed the presence of a small dip at 1 atm but much more importantly it showed a two order of magnitude drop in diffusivity from an arsenic pressure of 1 atm to a pressure of $10^{-7}$ atm. This drop is strong evidence for the diffusion being controlled by vacancies on the group III sublattice over the entire arsenic overpressure range.

A third paper which reports results of GaAs/AlGaAs interdiffusion as a function of arsenic overpressure was published by Furuya et al. [43]. This work covers the arsenic pressure range from $\sim 10^{-2}$ atm to 1 atm and once again it shows an apparent dip in diffusivity although in this paper it occurs at $\sim 10^{-1}$ atm. Given Olmsted et al.'s results at very low arsenic pressures it is not reasonable to attribute these dips to a change in mechanism from a vacancy to an interstitial controlled process. Olmsted in their paper tentatively suggested some other point defect, such as the group V vacancy, might play a role and be responsible for these dips. However, given the strong evidence for vacancies dominating diffusion this seems unlikely. It is possible that given the amount of scatter seen in the Olmsted's diffusivity data at high arsenic pressures the apparent dip may be purely an effect of this scatter. This conclusion is not wholly satisfactory and more, careful experiments need to be performed before any firm conclusions can be drawn.

Thus it can be seen that whilst the arsenic overpressure results give strong evidence that group III vacancies are responsible for group III diffusion they do not provide any evidence that the vacancy concentrations are at thermal equilibrium values. It is thus important to measure the vacancy concentrations present in GaAs and in epilayers grown on GaAs as a function of temperature. This data would show whether the vacancy concentration is a function of temperature, as would be expected if it were in thermal equilibrium, and if there is a measureable change in concentration it would allow us to measure the activation energy for vacancy formation directly.

Relatively little data is available on the concentration of point defects in GaAs. Dannefaer et al. [44] measured the vacancy concentrations in commercial semi-insulating GaAs at temperatures up to 600°C, using positron lifetime spectroscopy, and measured vacancy concentrations of the order of $10^{17}$/cm$^3$. More recently Khreis et al. [45] measured both the vacancy concentrations and their diffusivity, over a temperature range
800°C–1000°C, in a single experiment. Their results showed that the background concentration of vacancies present in epilayers grown on GaAs was not a function of temperature but was rather constant at a value of $\sim 2 \times 10^{-17}/\text{cm}^3$, this value being effectively identical to that measured by Dannefaer et al. [44] at 600°C. This data is very strong evidence that the vacancy concentrations in GaAs are fixed at a ‘grown-in’ value, most probably during growth. In their paper Khreis et al. [45] measured the activation energy for diffusion of these vacancies and obtained a value of 3.4 ± 0.3 eV which, within experimental error, is the same as the value for interdiffusion. It thus appears that the interdiffusion of the group III sublattice in GaAs based materials is controlled by the concentration of vacancies incorporated in to the material during growth.

Given that the interdiffusion is not dependent upon thermal equilibrium defect concentrations it is necessary to explain the arsenic overpressure results. It was found by Olmsted et al. [5] that the diffusion coefficient for intermixing of GaAs/AlGaAs at $\sim 850°C$ was of the order of $2 \times 10^{-17}\text{cm}^2/\text{s}$ for arsenic overpressures greater than $\sim 10^{-2}$ atm, which is comparable with most of the values in the literature, but reduces by two orders of magnitude as the arsenic overpressure is reduced to $\sim 10^{-7}$ atm. If this value is due to the grown in vacancy concentration then the two order of magnitude drop in diffusivity equates to a two order of magnitude drop in vacancy concentration during annealing. The very low arsenic overpressure would result in a large loss of arsenic from the surface of the sample, this would result in excess gallium in the surface region. It is not implausible that this excess gallium would exist as gallium interstitials which could annihilate some of the group III vacancies through equation 6.

We are now in a position to understand the distribution of $D_0$ values seen in Figure 6. As it appears that there is only one diffusion mechanism responsible for interdiffusion in GaAs/AlGaAs and as the prefactor for that process is directly proportional to a non-equilibrium concentration of vacancies present in the material. It would appear that the two distributions observed in Figure 6 are two different vacancy concentrations in the samples used. Part of the data in the lower distribution is from samples which were annealed in an extremely arsenic poor environment which we have suggested might be expected to reduce the group III concentrations in those samples whereas all of the data in the higher $D_0$ distribution are from samples annealed either under large arsenic overpressures or under dielectric encapsulation.

Whilst the arsenic overpressure data suggests that group III vacancies are responsible for group III interdiffusion there has been some discussion regarding their exact diffusion path, i.e. whether they diffuse via both group V and group III sites (nearest neighbour hopping, nnh) or via second nearest neighbour hopping (2nnh) solely on the group III sites. The first of these
mechanisms would result in the creation of large quantities of antisite defects, unless the diffusion proceeded through some kind of ring mechanism [46] and it was impossible for any diffusing atoms to stop moving until they had completed their movement around the ring. The latter mechanism of 2nnh overcomes these difficulties but requires group III atoms to move around a group V atom in order for the vacancy to diffuse. Given the open lattice present in the III-V semiconductors this scenario is much more reasonable than the ring mechanisms needed for nnh.

6 DIELECTRIC ENCAPSULANT ANNEALING

In addition to arsenic overpressures various dielectric encapsulants have been used to stop the evaporation of arsenic from the surface during annealing and several papers have investigated the effects of different encapsulants on the interdiffusion of heterostructures. The two most commonly used dielectric encapsulants are silicon nitride and silicon dioxide. In 1989 Kuzuhara et al. [47] studied the out diffusion of gallium from GaAs surfaces into silicon oxy-nitride films as a function of their composition. This study showed that silicon dioxide films caused significant gallium outdiffusion whilst silicon nitride films produced very little. This gallium outdiffusion is significant for interdiffusion studies as it is equivalent to the injection of gallium vacancies which mediate diffusion. Guido et al. [3] compared the interdiffusion of a GaAs/AlGaAs quantum well under both silicon nitride and silicon dioxide. As would be expected from the results of Kuzuhara et al., the samples annealed under silicon dioxide showed greater diffusion than those annealed under silicon nitride. The difference between the two being approximately an order of magnitude. It is interesting to note that in the same work the authors looked at the effects of arsenic overpressure and it can be seen from their data that the silicon nitride capped samples had slightly lower diffusion coefficients than the arsenic overpressure anneal samples. In this paper Guido et al. measured the activation energy under the three different annealing conditions and claimed that the dielectric encapsulated samples showed activation energies of \( \sim 3.8 \) eV whereas the arsenic overpressure annealed samples had an activation energy of 4.5 eV. This change in activation energy was described as 'significant'. If it were significantly outside the experimental uncertainty it would be physically very significant as it would be indicative of a change in the diffusion mechanism. However, when we take the authors raw data and perform a least squares fit to get the activation energy and its associated uncertainty, whilst we get the same activation energies as they report, we also find that they have an uncertainty of \( \pm 0.1 \) and 0.5 eV respectively. As this the one sigma value it is statistically likely that the two values are the same. As mentioned earlier, given the limited
range of temperatures over which data has been collected (800°C – 875°C) these activation energies are even less reliable than their statistical uncertainty would suggest. Thus it is probable that there is no real difference in activation energy between these samples, i.e. the diffusion mechanism is unchanged, and the differences in diffusivity are due to differences in the prefactor. This result is difficult to understand if the diffusion was mediated by equilibrium concentrations of vacancies.

The enhancement of diffusivity for samples annealed under silicon dioxide has been observed by a number of other groups and the effect has been used as a means of selectively intermixing regions of a wafer [48–50]. In our own work we have found that even for silicon nitride the deposition conditions are very important. We routinely measure the refractive index of the PECVD nitrides we deposit and we have found that nitrides with a refractive index of 2.1 produce reproducible low diffusion coefficients but silicon nitride layers with a refractive index <0.1 below this can enhance the diffusivity by at least an order of magnitude. Similar effects may be present in the literature data comparing the performance of different encapsulants. Beauvais et al. [51] for example compared silicon nitride and silicon dioxide as encapsulants. Their results seemed to show no difference in the diffusivity for heterostructures with either silicon nitride or silicon dioxide caps. This result, in contradiction to other work in the area, may be due to the deposition conditions under which the nitride was grown.

In addition to the common encapsulants, (i.e. silicon nitride and silicon dioxide) there have been a few alternative materials which have been used in diffusion experiments. Beauvais et al. [51], for example, used strontium fluoride and compared this with both silicon dioxide and silicon nitride. While these experiments showed that the SrF caused less diffusion than either their silicon dioxide or silicon nitride it was still comparable to that produced by good quality silicon nitride. Allen et al. [7] compared SiO2 and Si3N4 with tungsten nitride (WNx) as an encapsulant. In their work they found that the WNx film produced little intermixing of a superlattice during annealing at 900°C. In contrast the superlattice capped with SiO2 was fully mixed to a depth of 2.5 μm and that under a Si3N4 film was fully mixed to a depth of 1.6 μm. They state that this is proof that the interdiffusion coefficient is higher under SiO2 than Si3N4. This statement is not strictly true as what it shows is that both their SiO2 and Si3N4 layers caused vacancies to be injected from the surface, although their SiO2 film produced more vacancies. Again given the demonstration by other workers that Si3N4 can result in no vacancy injection, under certain growth conditions, this is probably a demonstration that all Si3N4 is not equal. What these results do show however is that WNx is certainly an excellent means of suppressing vacancy injection, but whether it is better than good Si3N4 films is not clear.
7 THE FERMI LEVEL EFFECT

It was an early discovery in the study of III-V interdiffusion, that doping could enhance the interdiffusion rate, consistent with early work on self-diffusion in bulk Ge [1]. Laidig et al. [52] showed in 1981 that GaAs/AlAs heterostructures were unstable against zinc diffusing from a surface source and this opened up the possibility of selective intermixing to produce waveguides, lasers, etc. Following this initial discovery there was a lot of work with a variety of dopants introduced from surface sources, by ion implantation or introduced into the wafer during growth.

In 1985 Kawabe et al. [53] used SIMS to study the effect of doping on the intermixing of GaAs/AlxGa1-xAs superlattices which were co-doped with both silicon and beryllium. Their results showed that for layers with a silicon concentration of $7 \times 10^{18} \text{ cm}^{-3}$, if the beryllium concentration was greater than that of the silicon then there was no observable intermixing of the superlattice after annealing at 750°C for 2 hr. However, without the beryllium being present in concentrations in excess of the silicon concentration the superlattice intermixes completely. In 1987 Mei et al. [9] also used SIMS to study the effect of silicon doping, which was incorporated during growth, on the subsequent interdiffusion of GaAs/AlxGa1-xAs superlattices in greater detail. Their results showed a clear dependence of the interdiffusion coefficient on the incorporated silicon concentration. Mei et al. [9] noted that the role of silicon in enhancing the interdiffusion is not in lowering the activation energy but in increasing the hopping probability, Figure 9. In order to explain this enhancement they proposed that the enhanced diffusion was due to the diffusion of silicon pairs which generate divacancies which are cause interdiffusion. Tan and Gösele [54] reinterpreted this data and showed that it appeared to be in agreement with their predictions for the interdiffusion being mediated by triply charged gallium vacancies and thus depending upon the position of the Fermi level. The Fermi level effect, as it has become known, relies on the assumption that the point defects controlling the diffusion are charged and that their concentrations are in thermal equilibrium. One of the main predictions of the Fermi level effect is that the measured diffusivity in $n$-type material should vary as a function of the carrier concentration $n$ such that,

$$D_{Ga}(n) = D_{Ga}(n_i)(n/n_i)^p$$  

(9)

where $n_i$ is the intrinsic carrier concentration and $p$ is the charge state of the mediating vacancy. From the original data of Mei et al. [9], where they measured the interdiffusion of an GaAs/AlGa superlattice as a function of silicon doping at levels between $2 \times 10^{17}/\text{cm}^3$ and $5 \times 10^{18}/\text{cm}^3$, Tan and Gösele showed that the data could be fitted with the Fermi level model where the diffusion mediating defect was a triply charged vacancy,
Fig. 9. An Arrhenius plot of interdiffusion coefficient at several silicon concentrations taken from Mei et al. [9]. The solid lines are their own fits showing that a single activation energy is responsible with a change in the prefactor causing the changes in diffusivity.

$V_{III}^3$. This appeared to be a great success for the model and it has since been widely used as a qualitative explanation for many observations of enhanced diffusion in the presence of doping. Under more rigorous analysis it has been somewhat less successful. Following their work on silicon doping of GaAs/AlAs superlattices, Mei et al. [10] repeated their work, using tellurium as a dopant in place of silicon. From the Fermi level effect this change of dopant should have no effect upon the diffusion behavior. However, rather than the cubic dependence of diffusivity on carrier concentration observed following the earlier experiments they found only a linear dependence. This difference was qualitatively explained by Tan and Gosele, by claiming that perhaps all of the tellurium present in the material was not electrically active and that this was the cause of the discrepancy.

It has been observed by a number of authors that [12,21,34,52,55], with the exception of Mei et al.'s samples, no enhancement in the interdiffusion is observed unless the doping concentration is greater than $\sim 10^{18}$ Si/cm$^3$. Again, this is in contradiction to the results one would expect from a Fermi level effect being responsible for the enhanced interdiffusion. One example of this is the work of Gillin et al. [12] who measured the interdiffusion in both GaAs/AlGaAs and InGaAs/GaAs structures that had been doped during growth with either silicon or beryllium at a constant level from a depth of 100 nm below the quantum well to the surface, 100 nm above
the quantum well. They looked at samples with beryllium concentrations of $10^{17}$, $10^{18}$ and $2.5 \times 10^{19}$ Be/cm$^3$ and with silicon concentrations of $10^{17}$, $10^{18}$ and $10^{19}$ Si/cm$^3$. These results showed that there was no measurable change in diffusion in any of the beryllium doped samples or in the silicon doped samples with $10^{18}$ Si/cm$^3$ or less. The sample doped with $10^{19}$ Si/cm$^3$ did however show a serious degradation of its optical quality and the photoluminescence spectra showed peaks which indicated the presence of defects believed to be related to group III vacancies.

In another attempt to quantify the role of any Fermi level effect on diffusion Seshadri et al. [56] studied $p-i-n$ and $n-i-p$ structures where the Fermi level is varying throughout the region where three quantum wells were placed. They found only small variations in the diffusion coefficient with the position of the quantum well within their structure and concluded that the Fermi level was playing no role in the interdiffusion of their samples.

A more recent paper by Jarfi et al. [21] showed that in the earlier work of Gillin et al. [12] the sample which was doped with silicon at $10^{19}$ Si/cm$^3$, did undergo some transient enhanced diffusion during it’s first anneal but with following anneals the sample did not undergo any further enhanced diffusion. They attributed this to some of the silicon, which was originally on the group III sublattice, (i.e. electrically active donor sites), moving off these sites and creating group III vacancies. This process is related to the amphoteric behaviour of silicon in GaAs [57]. They suggest that this process may explain the behaviour of the samples of Mei et al. In Mei’s samples there was a doping staircase with concentration plateaus of (I) $2 \times 10^{17}$, (II) $5 \times 10^{17}$, (III) $1 \times 10^{18}$, (IV) $2 \times 10^{18}$, (V) $5 \times 10^{18}$, and (VI) $2 \times 10^{18}$. From Jarfi et al. and from the work of Reynolds and Geva [55] it would be expected that layer V would act as a source of vacancies and hence experience a large amount of intermixing.

Thus if layer V is acting as a source of vacancies one can model their subsequent diffusion as a function of time using the standard solution for diffusion of a finite plane,

$$N_V(x, t) = N_0 \left\{ \text{erf} \left( \frac{h/2 - x}{2\sqrt{D_v t}} \right) + \text{erf} \left( \frac{h/2 + x}{2\sqrt{D_v t}} \right) \right\}$$

where $N_V(x, t)$ is the concentration of vacancies as a function of depth and time, $N_0$ is the initial concentration of vacancies, $h$ is the thickness of the initial vacancy layer, $x$ is the distance in the growth direction (with $x = 0$ at the centre of the initial vacancy distribution), $D_v$ is the diffusion coefficient for the vacancies and $t$ is time. As the diffusion coefficient for intermixing is proportional to the vacancy concentration, equation 2, we can numerically integrate equation 10 as a function of time at different depths. Using this we can calculate a term proportional to the effective interdiffusion length in
each of the layers in Mei et al.'s samples and thus the effective diffusion coefficient they would have measured in their experiment. Figure 10 shows the diffusion coefficient data presented by Mei et al. for their 700°C anneals plotted as a function of depth and the results of this analysis. It can be seen that there is an excellent fit to the data for a diffusion length for the vacancies of 6.8 nm. This corresponds to a diffusion coefficient for the vacancies of $\sim 6 \times 10^{-16}$ cm$^2$/s at 700°C.

Mei et al. also observed that the measured intermixing caused by the silicon doping saturates for silicon concentrations greater than $\sim 10^{19}$ Si/cm$^3$ [9]. Indeed later work by them showed that the intermixing is inhibited by very high silicon concentrations [58]. In this work they have shown that these highly doped layers have dislocation loops in them and it is possible that these loops may act as an effective sink for vacancies removing them before they can cause intermixing. Alternatively, as they gave no electrical data for the silicon doped layers it is possible that whilst $>10^{19}$ Si/cm$^3$ was incorporated in the layers, not all of these were electrically active (i.e. on group III sites) and hence their subsequent behaviour on annealing may not create group III vacancies.

Jafri et al. then went on to see if their model could also explain the tellurium doped data collected by Mei et al. [10]. The first comment to note from Mei et al.'s tellurium data is that they measured the samples after both 30 minute
and 3 hour anneals. If the diffusion mechanism in these samples were similar to the one we have described, at a given temperature one would expect to see an apparent diffusion coefficient that would decrease with time. This decrease would be more apparent at higher anneal temperatures where all the vacancies from this process would have diffused evenly throughout the layer during the early stages of the anneal, and this can be seen in their data. It should also be noted that the diffusion coefficient measured for the $2 \times 10^{18}$ Te/cm$^3$ layer is two orders of magnitude less than that for silicon doping, and this indicates that there are correspondingly fewer vacancies being created.

Unfortunately there is much less data available on the annealing behaviour and site location of tellurium compared to silicon. However, the fact that tellurium sits preferentially on a group V site makes any mechanisms for the formation of group III vacancies speculative. However, as stated above, the group III vacancy concentrations required to obtain the diffusion coefficients they measured are quite small and one possibility is that at the relatively high doping concentrations used for their study there may have been some tellurium sitting on group III sites which was able to change site with annealing. This suggestion, whilst speculative, should be compared with the fact that in order for Mei et al.'s tellurium data to be fitted to the Fermi level model Tan and Gosele [59] had to assume that only ~10% of the tellurium was electrically active.

It is also interesting to speculate on possible causes for the silicon and beryllium data presented by Kawabe et al. [53]. They found that superlattice layers doped with either 6 or $7 \times 10^{18}$ Si/cm$^3$ intermixed completely except where they were co-doped with $10^{19}$ cm$^{-3}$ of beryllium. In their work it can be seen that even in the Be doped layers there is some intermixing near to the interfaces of the Be doped layer as well as deeper into the structure where there is no doping at all. The intermixing in the regions where there is no doping is consistent with the idea of vacancies diffusing out of the doped layer. However, the reduction in intermixing that can be observed with high Be doping may be due to a trapping mechanism for the vacancies. One possible such mechanism would be interstitial beryllium atoms reacting with the vacancies to form an electrically active beryllium acceptors. The use of co-implants of a dopant and a lattice constituent which sits on the opposite sublattice to enhance electrical activity has been shown in the literature and presumably operates through a similar mechanism.

Thus it can be seen that while there is some evidence for a Fermi level effect in III-V material it is only qualitative, and the only quantitative results in the literature which can be explained by the Fermi level effect can be explained equally well by other theories.

The Fermi level effect does however, in theory, appear quite convincing and it is often argued that it could play some role in diffusion in an ideal sample. This is because the physics upon which it is based are quite straightforward.
However, it should be remembered that the whole theory is based upon the assumption that the point defect concentrations responsible for intermixing are at their thermodynamic equilibrium concentrations and that the condition of the system remaining in equilibrium remains true during annealing. This core assumption of vacancies being at equilibrium, with more being generated through Frenkel pair formation as the temperature is increased, has recently been shown not to be true [45] and that the diffusion is instead controlled by a constant concentration of vacancies which are probably frozen in during the growth of the GaAs substrate. Thus without there being equilibrium vacancy concentrations the Fermi level effect cannot operate and the small changes occasionally observed in interdiffusion with doping must be caused by some other process.

8 STRAINED MATERIAL SYSTEMS

The majority of the work discussed in this chapter has been performed on unstrained GaAs/AlGaAs samples. However, there are a variety of III-V systems available many of which are strained and some of which appear to be more susceptible to diffusion than others. After GaAs/AlGaAs probably the most widely studied system is the strained InGaAs/GaAs.

The presence of strain in heterostructures has been argued to be another factor which may strongly affect interdiffusion rates. Iyer and LeGoues [60], for example, reported that a strained Si-SiGe interface could diffuse at 550°C at a rate which without strain would require temperatures in excess of 1000°C. They did not consider this result surprising as the effect of strain-enhanced diffusion had long been known in metals [61,62]. Kuan et al. [63] later reported significant interdiffusion in the Si-SiGe system at a temperature as low as 400°C, which, if due to the intrinsic strain in the structure, would make silicon-germanium pseudomorphic structures technologically very difficult to grow and process.

The first reported effects of strain on the interdiffusion of III-V systems were reported by Temkin et al. [64] in the InGaAs – InP system. They used both TEM and photoluminescence to investigate quantum wells before and after annealing and they suggest that following annealing their quantum wells remain square rather than the error functions one would expect for Fick’s law diffusion. In order to explain these effects they suggest that the compositional driving force for diffusion is opposed by the increase in the lattice strain that diffusion would introduce, and that this resistance to strain adjusts the interdiffusion coefficient to produce a roughly lattice matched quantum well. While this is one possible explanation it is also possible that the miscibility gap which exists in the phase diagram for the InGaAsP system could also play a role. Cohen [65] showed that for a quantum well made from certain
material combinations within the InGaAsP system, such as lattice matched InGaAs/InP, the miscibility gap could be expected to retard the interdiffusion of the layers.

Fujii et al. [66] have also studied the InGaAs-InP system, and have used photoluminescence to determine interdiffusion between 500°C and 640°C. They suggested that the diffusion rate is determined by the diffusion of the group V species across the heterointerface and that this is much lower than the diffusion rate in either the InGaAs or the InP. This they attribute to the diffusion at the interface creating local strain and this strain energy they suggest is sufficient to retard the diffusion. In this work they quote an estimated strain energy of about 1 eV per atom which they calculate from elastic constants. This strain energy is of the same order as the activation energy for interdiffusion that they determined, and they therefore suggest that strain can have a significant effect upon the diffusion through the exponential term in the Arrhenius equation. However, their strain energy is nearly three orders of magnitude greater than the correct value, which for a biaxially compressed pseudomorphic layer of strain, $\varepsilon_0$, has an energy given by

$$E = \int_v \sum_{i,j=1}^3 \frac{1}{2} \varepsilon_{ij} \sigma_{ij} dV = \frac{2Y}{1+v} \varepsilon_0^2 V \quad (11)$$

where $Y$ is the Young’s modulus, and which for a strain of $\varepsilon_0 = 0.01$, and using GaAs elastic constants gives an elastic energy of approximately $1.73 \times 10^7 \text{ Jm}^{-3}$, or about 2.5 meV per atom.

Antonelli and Bernholc [67] in a theoretical paper calculate the change in formation energy of a vacancy in the presence of hydrostatic and biaxial strain. They calculated that while hydrostatic pressure would have some effect upon the formation energy of vacancies, pure biaxial strain would have a negligible effect. These results have been used by workers in SiGe as evidence to support a strain dependence of the interdiffusion. However, as the effect only acts upon the formation of energy of vacancies and, for III-V materials at least, the vacancy concentrations are not at equilibrium concentrations, the formation of vacancies is not an important issue in the interdiffusion and this mechanism should not effect interdiffusion.

Despite the results quoted above, other authors do not find a significant effect of strain on interdiffusion. Holländer et al. [68,69] also studied the Si-SiGe system, but they found that strain had only a minor effect on interdiffusion compared with concentration. While Gillin and co-workers have studied the InGaAs-GaAs system in detail and found that if there is any strain dependent term in the diffusion then is at a level too small to be reliably detectable given the accuracy of the data which can be collected [12,14,16,70]. Ryu et al. [71] have reanalysed some of the data of Gillin et al. and show that they can get excellent fits to it by applying a strain dependent
term in to their diffusion equation. This term effectively gives a free fitting parameter which allows for the quality of the fit to their experimental data. What they do not show are error bars for the data, which were not present in the original paper, and hence whether the fits they obtain are statistically much better than the use of a strain independent diffusion model is impossible to judge. At the present time therefore the jury is still out as to whether strain does play a role in the diffusion of semiconductors, and it is clear that much better quality data will need to be produced before the matter can be fully settled.

In addition to the strained InGaAs/GaAs system, Gillin et al. [72–74] have also studied three strained InGaAsP based systems grown on InP. The first of these was In$_{0.66}$Ga$_{0.33}$As/In$_{0.66}$Ga$_{0.33}$As$_{0.7}$P$_{0.3}$. In this system the group III sublattice has no concentration change to drive diffusion and hence the photoluminescence measures solely the diffusion of the group V sublattice. These experiments were performed on samples grown on both sulphur and tin doped substrates in order to look for the substrate dependence of interdiffusion observed by Glew et al. [75]. The samples showed no effect of strain upon the diffusion and no effect of the substrate type. There did however, appear to be a low activation energy process starting to occur at temperatures below 700°C. Later experiments at temperatures down to 500°C [30], show that this low activation energy process does not exist and it serves to highlight the dangers of believing activation energies based on small data sets. In addition to measuring group V interdiffusion, Rao et al. [73] measured the group III interdiffusion in the InGaAsP system using samples of In$_{0.66}$Ga$_{0.34}$As$_{0.75}$P$_{0.25}$/In$_{0.79}$Ga$_{0.21}$As$_{0.75}$P$_{0.25}$ and In$_{0.67}$Ga$_{0.33}$As/In$_{0.53}$Ga$_{0.47}$As. In both of these structures there is no step in the group V sublattice and hence the photoluminescence only measures the group III interdiffusion. Again both these materials were grown on both sulphur and tin doped substrates to look for substrate effects. Like the group V diffusion there appeared to be no strain effect visible in these materials. What is interesting is that when the group III and group V diffusion are plotted on a single Arrhenius plot, Figure 11, it is clear that there is no difference in the activation energy or prefactor for diffusion of the two sublattices and the measured activation energy for both group III and group V interdiffusion in InGaAsP is 3.4 ± 0.1 eV, which is effectively identical to that measured in GaAs/AlGaAs [41] and InGaAs/GaAs [14]. As the activation energy in the GaAs based materials has been shown to be solely the diffusion energy for vacancies [45], and as the bonding in GaAs and InP based materials are effectively identical, it is reasonable to assume that the interdiffusion in InP based materials is also governed by non-equilibrium vacancy concentrations. Given the values measured for GaAs based materials this allows us to use the prefactor for InP based interdiffusion to estimate the vacancy concentrations in InP. From Figure 11 the prefactor for InP based interdiffusion can be
Fig. 11. An Arrhenius plot of interdiffusion coefficient for three InP based materials, In$_{0.66}$Ga$_{0.33}$As/In$_{0.66}$Ga$_{0.33}$As$_{0.7}$Po$_{0.3}$ (T/Q), In$_{0.66}$Ga$_{0.34}$As$_{0.75}$Po$_{0.25}$/In$_{0.79}$Ga$_{0.21}$As$_{0.75}$Po$_{0.25}$ (Q/Q) and In$_{0.67}$Ga$_{0.33}$As/In$_{0.57}$Ga$_{0.47}$As (T/T) and two GaAs based materials In$_{0.2}$Ga$_{0.8}$As/ GaAs and GaAs/Al$_{0.2}$Ga$_{0.8}$As. It can be clearly seen that for the InP based materials all the data can be described by a single activation energy although it includes both group III and group V sublattice diffusion. Furthermore the activation energy for the InP based material is identical to that for the two GaAs based materials.

seen to be an order of magnitude greater than that for GaAs based materials. This means that the vacancy concentrations on both sublattices are equal and they are also an order of magnitude higher than the group III vacancy concentration in GaAs, $\sim 10^{17}$ cm$^{-3}$. As this concentration of vacancies, $\sim 10^{18}$ cm$^{-3}$, is probably frozen in to the InP during growth it allows for the possibility of improving the thermal stability of lasers grown on InP through improvements in the substrate quality. Whether this vacancy concentration can be economically reduced is a different issue, but the possibility exists.

The fact that the group III and group V diffusion coefficients are identical are in contradiction to the results of some qualitative results based on the relative shifts of laser wavelengths during overgrowth for devices with either group III or group V compositional steps [76]. This apparent qualitative difference can be attribute to the much smaller band offsets available when only the group III sublattice is varied between well and barrier and this smaller band offset results in the smaller photoluminescence shifts with diffusion. This is highlighted in the photoluminescence shift diffusion for the three systems used by Gillin et al. [72] and Rao et al. [73], Figure 12. The results are also in contradiction to some studies of lattice matched InGaAs/InP.
Fig. 12. The theoretical photoluminescence peak shift as a function of diffusion length for the three structures used in references 72 and 73. It can be seen that for an identical amount of diffusion the T/Q group V structure will have a much larger shift in photoluminescence peak position.

This contradiction may well be due to the miscibility gap mentioned earlier and the effect that it may be expected to have upon diffusion as discussed by Cohen [65].

9 CONCLUSIONS

In this chapter we have compared the various methods used to measure interdiffusion in III-V materials and discussed the experimental conditions necessary to obtain accurate and reliable measurements of both diffusion coefficients and activation energies for diffusion. We go on to look at the various measurements of activation energy made for the GaAs/AlGaAs system and show that all the data appears to be consistent with a single activation energy of $\sim 3.5$ eV. We then look at the arsenic overpressure annealing results which suggest that group III interdiffusion is controlled solely by vacancies diffusing on their own sublattice and with recent results which show that these vacancies are not thermally generated, but probably frozen in to the GaAs when the wafer is manufactured. Some comparison is
given of the various capping technologies available and the effects that they have upon diffusion.

Finally some consideration is given to the two main perturbations which are thought to play a significant role in interdiffusion, doping and strain. We show that doping under technologically useful conditions appears to have little effect upon the thermal stability of III-V heterostructures and that the Fermi Level appears not to have a role in interdiffusion. Similarly, strain in III-V materials does not appear to have a theoretical basis for effecting diffusion in III-V materials and with present experimental techniques there is no hard evidence for strain effects.
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1 INTRODUCTION

The interdiffusion process in nanostructures of III-V compound semiconductors cannot be measured directly due to the small size, although interdiffusion is a significant phenomenon in electronic and optoelectronic device applications. The profiles of quantum wells after interdiffusion are not necessarily the same as those measured directly in wide heterostructures. Since the quantum well layers are thin, interdiffusion penetrates alternate barrier layers, which complicates the interdiffusion profiles. In addition,
interdiffusion causes lattice strain in III-V compound semiconductors, and the lattice strain, in turn affects the interdiffusioon process. The strain in heterostructures wider than the critical thickness generates dislocations and defects. The profiles of a quantum wire and a quantum dot after interdiffusion are more complicated.

The interdiffusion in GaAs/AlGaAs quantum wells has been extensively studied because of its importance in practical applications and the simplicity of the analysis. Group-III atoms are the only possible interdiffusion species, and no lattice distortion occurs due to the interdiffusion. It is known that the interdiffusion in GaAs/AlGaAs quantum wells begins above 800°C, and is more thermally stable than in InGaAs/InP quantum wells. The influence of implanting active impurities [1-7] and lattice defects [8-11] on interdiffusion was studied using transmission electron microscopy or by measuring the quantum energy shifts. The interdiffused compositional profile of these materials was first reported by Chang and Koma [12] for 150-nm-wide GaAs/AlAs double heterostructures measured by Auger electron spectroscopy (Figure 1). The profiles were error-functional and symmetrical. The calculation includes two assumptions: 1) the interdiffusion coefficient is constant in both the GaAs and AlAs layers, and 2) the interface is smooth. Considering that the strain in interdiffused AlGaAs layers is negligible, several other researchers used Chang’s profiles to explain how quantum energy shifts in GaAs/AlGaAs quantum wells relate to interdiffusion [11,13,14]. These researchers did not, however, directly examine or further confirm the interdiffusion profile of the quantum wells.

After GaAs/AlGaAs quantum wells, the next most studied structure is InGaAsP/InP quantum wells, which are the main components of 1-μm-region optoelectronic devices. This system has two possible interdiffusion species, group-III atoms and group-V atoms. The interdiffusion of group-III atoms and that of group-V atoms must be considered separately, since the atoms do not mix because of their polarities. Group-V atoms reportedly interdiffuse more easily than group-III atoms [15]. Arsenic and phosphorus atoms begin to interdiffuse at about 500°C [16]. The influence of impurities and defects on interdiffusion properties has been studied [17-23], but the interdiffusion profile in InGaAsP/InP quantum wells was difficult to understand. The interdiffusion profile cannot be estimated by direct observation of wide heterostructures since the lattice constant of InGaAsP materials depends on the composition, and the induced lattice strain affects the interdiffusion process. Some researchers have pointed out the difference between interdiffusion profiles of In0.53Ga0.47As/InP quantum wells and those of GaAs/AlGaAs systems using indirect methods. Nakashima et al. [15] used X-ray analysis and the Fleming model [24] to show that arsenic composition in an In0.53Ga0.47As well layer decreases uniformly and that the interdiffused arsenic atoms accumulate near the interface on the InP barrier layer side.
Fujii et al. [16] reported that there must be a large compositional discontinuity of group-V atoms at the interface, even after interdiffusion, by roughly estimating the dependence of quantum energy shifts on well-layer width.

While quantum wells are now used in a wide range of device applications, the fabrication of quantum wires and dots is still a subject of research. Using self-formation phenomena under highly strained epitaxial growth, uniform high-quality quantum dots can now be grown [25,26]. Operation of quantum-dot lasers have been achieved using the self-formed quantum dots [27–29]. The expected excellent performances of dot lasers have, however, not yet been obtained. This may be attributed to fabrication problems such as nonuniformity of dots, low crystal quality, and small total dots’ volume. Unavoidable interdiffusion during the growth of the laser structure may be also one of the reasons. An InGaP or AlGaAs cladding layer should be grown at above 600°C to obtain good optical quality though the growth temperature of dots is about 500°C. Interdiffusion changes the quantum energy levels and degrades the crystal quality [30]. In addition, we must note that the reduced performances may be related to the bottleneck effect where the carrier relaxation between intrabands is hindered due to the delta-functionlike state density of the quantum dots. The carrier relaxation and recombination
process must be related to the quantum confinement potential influenced by the interdiffusion.

The purpose of this chapter is to present our study on the interdiffusion process in III-V compound quantum wells and quantum dots. In Section 2, we show a formula which comprehensively describes interdiffusion profiles in quantum wells, and evaluate the interdiffusion process of group-V atoms in lattice-matched InGaAsP/InP and that of group-III atoms in GaAs/AlGaAs quantum wells using the formula [31,32]. We derive our formula by analytically solving diffusion equations for a stacked three-layer system, taking into account the different interdiffusion coefficients between layers and the compositional discontinuity of diffused species at interfaces. We relate our formula to the dependence of quantum energy shifts on annealing time and annealing temperature for various wide-well layers. We show that the dependence of quantum energy shifts is very different between InGaAsP/InP and GaAs/AlGaAs quantum wells, and that our formula explains the difference. Then, we demonstrate how to enhance the thermal stability of InGaAs/InP quantum wells and discuss the interdiffusion mechanism [33]. We examine the growth-condition dependence of interdiffusion coefficients using our formula. In Section 3, we discuss the effects of interdiffusion on energy and carrier relaxation process in sublevels of self-formed InGaAs/GaAs quantum dots. We first show the growth and the optical evaluation of quantum dots self-formed during alternate supply of precursors [25,34-36]. Then, we describe the quantum energy shift of the ground and the second sublevels as a function of annealing temperature, indicating the characteristics that are not observable in quantum wells. Considering that the interdiffusion caused the change of relative emission intensity of the sublevels, we prove the existence of the phonon bottleneck for carrier relaxation [37-39]. The phonon bottleneck phenomenon is peculiar to quantum dots, and the influence of interdiffusion on the bottleneck effect on the carrier process is presented by measuring time-resolved photoluminescence.

2 INTERDIFFUSION IN LATTICE-MATCHED QUANTUM WELLS

2.1 Theory

2.1.1 Model of interdiffusion profile

We solved the linear diffusion equations for a stacked three-layer structure. In our mathematical model, the outside layer extends infinitely in the $-x$ and $+x$ directions (Figure 2). We defined the origin of the $x$ axis as the center of the middle layer. There are two boundaries, at $x = -L$ and $x = L$. First, we solved linear diffusion equations assuming a momentary plane source
at $x = \xi$. We then integrated the solution, using an initial composition profile, to fit the actual structure. In the actual structure, diffusion species in the two outside layers can mix via the middle layer, which is equivalent to a single quantum well. To derive a solution, we made two generalizing assumptions [40]. First, we assumed that the diffusion coefficients of the outside layers are the same, but different from that of the middle layer. Second, we assumed a certain distribution ratio for diffused species at the interface [41], so the composition of diffused species can be discontinuous there. We made two more assumptions to eliminate difficulties in solving the diffusion equations: 1) both the interdiffusion coefficient in each layer and the distribution ratio at the interface are constant during interdiffusion, 2) we ignored the Smigelskas-Kirkendall effect, where unbalanced interdiffusion velocity causes the interface to move. We will show later that practical results are consistent with these assumptions. In addition, when the thicknesses of layers are less than 3 nm, a gradient correction term should be considered [42]. In this work, we neglected the correction term.

We derived our formula as shown below. The three linear diffusion equations are

$$\frac{\partial C_1(x, t)}{\partial t} = D_1 \frac{\partial^2 C_1(x, t)}{\partial x^2} \quad t \geq 0, x \geq L, \quad (2-1)$$
Here, $C_i$ \((i = 1, 3)\) is the concentration of diffusion species in the outside layers and \(C_2\) is the concentration in the middle layer. \(D_j(i = 1, 2)\) is the diffusion coefficient in the outside layers and the middle layer, respectively. The interfacial distribution ratio of concentration is \(k = \frac{C_1}{C_2(i = 1, 3)}\). Equations (2-4) and (2-5) model the discontinuous concentration at interfaces, while Eqs. (2-6) and (2-7) express flux continuity. \(\delta(x - \xi)\) is a delta function.

We solved these diffusion equations. We rearranged Eqs. (2-4)-(2-7) to give the conventional solution. \(C_2\) can be expressed by a Maclaurin expression using the value at \(x = L\):

\[
C_2(x', t) = C_2(x', t) \bigg|_0 + x' \frac{\partial C_2(x', t)}{\partial x'} \bigg|_0 + \frac{x'^2}{2!} \frac{\partial^2 C_2(x', t)}{\partial x'^2} \bigg|_0 + \cdots = \sum_{n=0}^{\infty} \frac{x'^n}{n!} \frac{\partial^n C_2(x', t)}{\partial x'^n} \bigg|_0,
\]

where \(x' = x - L\). From Eqs. (2-1) and (2-2), we get

\[
\frac{\partial^n C_1(x', t)}{\partial t^n} = D_1^n \frac{\partial^{2n} C_1(x', t)}{\partial x'^{2n}}, \quad (2-10)
\]

\[
\frac{\partial^n C_2(x', t)}{\partial t^n} = D_2^n \frac{\partial^{2n} C_2(x', t)}{\partial x'^{2n}}, \quad (2-11)
\]
We differentiate Eqs. (2-4) and (2-6) by \( t \), substitute them into Eq. (2-10) and get

\[
D_1^n \frac{\partial^{2n} C_1(x', t)}{\partial x'^{2n}} \bigg|_0 = k D_2^n \frac{\partial^{2n} C_2(x', t)}{\partial x'^{2n}} \bigg|_0,
\]

\[
D_1^{n+1} \frac{\partial^{2n+1} C_1(x', t)}{\partial x'^{2n+1}} \bigg|_0 = k D_2^{n+1} \frac{\partial^{2n+1} C_2(x', t)}{\partial x^{2n+1}} \bigg|_0,
\]

We substitute Eqs. (2-10)–(2-13) into Eq. (2-9):

\[
C_2(x', t) = \frac{1}{2} \left( \frac{1}{k} + a \right) \sum_{n=0}^{\infty} \frac{1}{n!} (ax')^n \frac{\partial^n C_1(x', t)}{\partial x'^n} \bigg|_0
\]

\[+ \frac{1}{2} \left( \frac{1}{k} - a \right) \sum_{n=0}^{\infty} \frac{1}{n!} (-ax')^n \frac{\partial^n C_1(x', t)}{\partial x'^n} \bigg|_0,
\]

where \( a = \sqrt{D_1/D_2} \). We then get the new condition

\[
C_2(x-L, t) = \frac{1}{2} \left( \frac{1}{k} + a \right) C_1(a(x-L), t) + \frac{1}{2} \left( \frac{1}{k} - a \right) C_1(-a(x-L), t),
\]

Using the same solution as above, we get

\[
C_1(x-L, t) = \frac{1}{2} \left( k + \frac{1}{a} \right) C_2(\frac{1}{a}(x-L), t) + \frac{1}{2} \left( k - \frac{1}{a} \right) C_2(-\frac{1}{a}(x-L), t),
\]

\[
At x = -L, in the same way as for C_1(x, t) and C_2(x, t) above, we get\]

\[
C_2(x+L, t) = \frac{1}{2} \left( \frac{1}{k} + a \right) C_3(a(x+L), t) + \frac{1}{2} \left( \frac{1}{k} - a \right) C_3(-a(x+L), t),
\]

and

\[
C_3(x+L, t) = \frac{1}{2} \left( k + \frac{1}{a} \right) C_2(\frac{1}{a}(x+L), t) + \frac{1}{2} \left( k - \frac{1}{a} \right) C_2(-\frac{1}{a}(x+L), t),
\]

Note that Eqs. (2-15)–(2-18) are sufficient conditions for Eqs. (2-4)–(2-7).

The solution must satisfy diffusion equations (2-1)–(2-3), boundary conditions (2-15)–(2-18), and the initial condition (2-8). If we consider only two layers separated by the boundary at \( x = L \), the solutions are [40]

(i) \( x \geq L \)

\[
C_1(x, t) = \frac{1}{2\sqrt{\pi D_1 t}} \left\{ \exp \left( -\frac{(x - \xi)^2}{4D_1 t} \right) - \frac{1 - ak}{1 + ak} \exp \left( -\frac{(x - 2L + \xi)^2}{4D_1 t} \right) \right\},
\]

\[
(2-19)
\]
These are normalized. Considering the boundary at $x = -L$ [Eqs. (2-17), (2-18)] and the initial condition [Eq. (2-8)], Eq. (2-20) must be transformed to

(ii) $|x| < L$

$$C_2(x, t) = \frac{1}{2 \sqrt{\pi D_1 t}} \left\{ \frac{2a}{1 + ak} \exp \left( -\frac{(x - L + \frac{L}{a} - \frac{\xi}{a})^2}{4D_2 t} \right) \right. \\
\left. + \frac{2a(1 - ak)}{(1 + ak)^2} \exp \left( -\frac{(x + 3L - \frac{L}{a} + \frac{\xi}{a})^2}{4D_2 t} \right) \right\}$$

(2-21)

and then,

(iii) $x \leq L$

$$C_3(x, t) = \frac{1}{2 \sqrt{\pi D_1 t}} \left( \frac{4ak}{(1 + ak)^2} \exp \left( -\frac{(x + 2L - 2aL - \xi)^2}{4D_1 t} \right) \right).$$

(2-22)

Due to the added second term of Eq. (2-21), Eq. (2-19) must be transformed to

(i) $x \geq L$

$$C_1(x, t) = \frac{1}{2 \sqrt{\pi D_1 t}} \left\{ \exp \left( -\frac{(x - \xi)^2}{4D_1 t} \right) \\
- \frac{1 - ak}{1 + ak} \exp \left( -\frac{(x - 2L + \xi)^2}{4D_1 t} \right) \\
+ \frac{1 - ak}{1 + ak} \exp \left( -\frac{(x - 2L + 4aL + \xi)^2}{4D_1 t} \right) \\
- \left( \frac{1 - ak}{1 + ak} \right)^2 \exp \left( -\frac{(x - 4aL - \xi)^2}{4D_1 t} \right) \right\}.$$  

(2-23)
Equation (2-23) satisfies the diffusion equations and the boundary conditions, but not the initial conditions. The last term of Eq. (2-23) shows that there is a diffusion source at \( x = 4aL + x \), which contradicts the single source in Eq. (2-8). In order to cancel this last term, we introduce a negative source at \( x = 4aL + x \), which has the same absolute value as the last term of Eq. (2-23). This imaginary source needs additional terms in regions \( x \geq L \), \( |x| < L \), and \( x \leq -L \) to satisfy the boundary conditions (2-15)–(2-18). This, however, also produces a diffusion source in \( x \geq L \). We finally found that solutions which satisfy all conditions are infinite series.

(i) \( x \geq L \)

\[
C_1(x, t) = \frac{1}{2\sqrt{\pi D_1 t}} \left[ \exp \left\{ \frac{-(x - \xi)^2}{4D_1 t} \right\} - \frac{1 - ak}{1 + ak} \exp \left\{ \frac{-(x - 2L + \xi)^2}{4D_1 t} \right\} \right]
+ \frac{4ak}{(1 + ak)^2} \sum_{n=1}^{\infty} \left( \frac{1 - ak}{1 + ak} \right)^{2n-1} \exp \left\{ \frac{-(x - 2L + 4aL + \xi)^2}{4D_1 t} \right\}
\]  
(2-24)

(ii) \( |x| < L \)

\[
C_2(x, t) = \frac{1}{2\sqrt{\pi D_1 t}} \frac{2a}{1 + ak} \sum_{n=1}^{\infty} \left( \frac{1 - ak}{1 + ak} \right)^{2(n-1)} \times
\exp \left[ -\frac{\left( x + \frac{L}{a} - (4n - 3)L - \xi \right)^2}{4D_2 t} \right]
+ \frac{1 - ak}{1 + ak} \exp \left[ -\frac{\left( x - \frac{L}{a} - (4n - 1)L + \xi \right)^2}{4D_2 t} \right]
\]  
(2-25)

(iii) \( x \leq -L \)

\[
C_3(x, t) = \frac{1}{2\sqrt{\pi D_1 t}} \frac{4ak}{(1 + ak)^2} \sum_{n=1}^{\infty} \left( \frac{1 - ak}{1 + ak} \right)^{2(n-1)} \times
\exp \left[ -\frac{\left( x + 2L - (4n - 2)aL - \xi \right)^2}{4D_1 t} \right]
\]  
(2-26)

We next integrated Eqs. (2-24)–(2-26) using the initial composition profile. We used the initial conditions

\[
F(x, 0) = F_0 \quad |x| \geq L, \quad (2-27)
\]

\[
F(x, 0) = 0 \quad |x| < L \quad (2-28)
\]
and calculated

(i) $x \geq L$

$$F(x, t) = F_0 \left[ \int_{x-L}^{\infty} C_1(x, t) d\xi + \int_{-\infty}^{-x-L} C_3(-x, t) d\xi \right], \quad (2-29)$$

(ii) $|x| < L$

$$F(x, t) = F_0 \left[ \int_{x-L}^{\infty} C_2(x, t) d\xi + \int_{-\infty}^{-x-L} C_2(-x, t) d\xi \right], \quad (2-30)$$

(iii) $x \leq -L$

$$F(x, t) = F_0 \left[ \int_{x-L}^{\infty} C_3(x, t) d\xi + \int_{-\infty}^{-x-L} C_1(-x, t) d\xi \right], \quad (2-31)$$

We then derived the following formulae:

(i) $|x| \geq L$

$$F(x, t) = \frac{F_0}{2} \left( 1 + \text{erf} \left( \frac{|x| - L}{2\sqrt{D_1 t}} \right) \right) - \frac{1 - ak}{1 + ak} \left\{ 1 - \text{erf} \left( \frac{|x| - L}{2\sqrt{D_1 t}} \right) \right\}$$

$$+ \frac{4ak}{(1 + ak)^2} \sum_{n=1}^{\infty} \left( \frac{1 - ak}{1 + ak} \right)^{2(n-1)} \left[ 1 - \text{erf} \left( \frac{|x| - L + (4n - 2)aL}{2\sqrt{D_1 t}} \right) \right]$$

$$+ \frac{1 - ak}{1 + ak} \left\{ 1 - \text{erf} \left( \frac{|x| - L + 4naL}{2\sqrt{D_1 t}} \right) \right\}, \quad (2-32)$$

(ii) $|x| < L$

$$F(x, t) = \frac{F_0a}{1 + ak} \sum_{n=1}^{\infty} \left( \frac{1 - ak}{1 + ak} \right)^{2(n-1)} \times$$

$$\left[ 2 + \text{erf} \left( \frac{x - (4n - 3)L}{2\sqrt{D_2 t}} \right) - \text{erf} \left( \frac{x + (4n - 3)L}{2\sqrt{D_2 t}} \right) \right]$$

$$+ \frac{1 - ak}{1 + ak} \left\{ 2 - \text{erf} \left( \frac{x + (4n - 1)L}{2\sqrt{D_2 t}} \right) \right\}$$

$$+ \text{erf} \left( \frac{x - (4n - 1)L}{2\sqrt{D_2 t}} \right), \quad (2-33)$$

Equations (2-32) and (2-33) generally give the concentrations of diffused species; these equations describe the interdiffusion profile when $F(x, t)$ is regarded as the composition of layers.
In a practical analysis of interdiffusion in quantum wells, we determine three unknown material-specific parameters, $D_1$ (in the barrier layer), $D_2$ (in the well layer) and $k$, in the formula.

### 2.1.2 Calculation of quantum energy shift

We determined the three unknown parameters, two interdiffusion coefficients, and the ratio of interfacial discontinuity, by fitting quantum energy shifts calculated with our formula to measured ones. We used a numerical method to calculate quantum energies because the effective mass equation [43] cannot be solved analytically in these cases.

The effective mass equation is

$$\left(-\frac{\hbar^2}{2m_i} \frac{\partial^2}{\partial x^2} + V_i(x) + S_i(x)\right) \varphi_i(x) = E_i \varphi_i(x), \quad i = e, hh, lh,$$

where $V_i(x)$ is the potential energy, $S_i(x)$ is the strain energy, $E_i$ is the eigenenergy, and $\varphi_i(x)$ is the envelope wave function. Subscripts $i = 'e'$, 'hh', and 'lh' mean 'electron', 'heavy hole', and 'light hole', respectively.

The potential energy $V_i(x)$ is calculated as a function of $x$ in our formula.

The strain energy $S_i(x)$ is

$$S_c(x) = 2a_c \frac{C_{11} - C_{12}}{C_{11}} \varepsilon(x) \quad (2-35)$$

and

$$S_v(x) = \left\{ 2a_v \frac{C_{11} - C_{12}}{C_{11}} \pm b \frac{C_{11} + 2C_{12}}{C_{11}} \right\} \varepsilon(x), \quad (2-36)$$

where $a_c$ and $a_v$ are hydrostatic deformation potentials in the conduction and the valence band, respectively, and $b$ is the shear deformation potential [44-46]. $C_{11}$ and $C_{12}$ are elastic stiffness. $\varepsilon(x)$ is misfit strain. Upper and lower signs correspond to light-hole band and heavy-hole band, respectively.

We used the Runge-Kutta method suggested by Sakurai [47] to solve the effective mass equations. We computed the envelope function numerically, with the boundary conditions that both $\varphi_i(x)$ and $1/m_i \cdot \partial \varphi_i(x)/\partial x$ are continuous at the interface, and we determined eigenenergies for both the conduction band and the valence band. We calculated total energy shifts as the sum of the energy shift in the two bands.

We used the following parameters to calculate the quantum energy levels in In$_{1-x}$Ga$_x$As$_y$P$_{1-y}$/InP quantum wells: effective mass $m_e = 0.041m_0$, $m_{hh} = 0.50m_0$, and $m_{lh} = 0.052m_0$ in an In$_{0.55}$Ga$_{0.47}$As well layer, $m_e = 0.08m_0$ and $m_{hh} = 0.56m_0$ in an InP barrier layer, $m_e = 0.044m_0$ and $m_{hh} = 0.49m_0$ in an In$_{0.70}$Ga$_{0.30}$As$_{0.61}$P$_{0.39}$ barrier layer, elastic stiffness


\[ C_{11} = 1.016 \times 10^{11} \text{ dyn/cm}^2 \quad \text{and} \quad C_{12} = 0.509 \times 10^{11} \text{ dyn/cm}^2 \quad [48], \]

and distribution ratio of conduction band offset \( \Delta E_c = 0.4 \cdot \Delta E_g \quad [49]. \)

We used the hydrostatic deformation potentials \( a_c = a_v = -3.94 \text{ eV} \) and the shear deformation potential \( b = -1.75 \text{ eV} \quad [50], \) that is, assumed that the hydrostatic deformation potential was distributed evenly between the conduction and valence band, and neglected the compositional dependence of these three deformation potentials. Since the compositional dependence of the energy gap at 4.2 K has not been reported to our knowledge, we used the compositional dependence at 295 K \([51]\):

\[
E_g^{295} K(x, y) = 1.35 + 0.672x - 1.091y + 0.758x^2 + 0.101y^2
\]

\[ + 0.111xy - 0.580x^2y - 0.159xy^2 + 0.268x^2y^2. \quad (2-37) \]

We believe this is a good approximation when calculating shifts of quantum energies since band offset does not depend on temperature.

We used the following material parameters when calculating quantum energy levels in GaAs/Al\(_x\)Ga\(_{1-x}\)As quantum wells: effective mass \( m_e = 0.067m_0 \) and \( m_{hh} = 0.42m_0 \) in a GaAs well layer, \( m_e = 0.088m_0 \) and \( m_{hh} = 0.53m_0 \) in an Al\(_{0.25}\)Ga\(_{0.75}\)As barrier layer, and distribution ratio of conduction band offset \( \Delta E_c = 0.65 \cdot \Delta E_g \quad [14]. \) Strain energy is negligible in this material. For the same reason as with an In\(_{1-x}\)Ga\(_x\)As\(_{1-y}\)P\(_y\) system, we used the compositional dependence of the energy gap of Al\(_x\)Ga\(_{1-x}\)As at 300 K \([52]\),

\[
E_g^{300} K(x) = 1.424 + 1.247x, \quad (2-38) \]

and calculated shifts of quantum energies.

### 2.2 Interdiffusion Process in Quantum Wells

#### 2.2.1 InGaAsP/InP quantum wells

We grew experimental samples by metalorganic vapor-phase epitaxy (MOVPE). Samples were undoped In\(_{0.53}\)Ga\(_{0.47}\)As/InP and In\(_{0.53}\)Ga\(_{0.47}\)As/In\(_{0.70}\)Ga\(_{0.30}\)As\(_{0.61}\)P\(_{0.39}\) single quantum wells (SQWs) on (001)-InP substrates grown at 570°C. Each sample had a cap layer, quantum well layers, and a buffer layer on the substrate. Quantum well layers were composed of four well layers having different thicknesses to give us enough data to find the three unknown material specific parameters. Well layers of In\(_{0.53}\)Ga\(_{0.47}\)As/InP SQWs were 20, 10, 7.5, and 5 nm wide, separated by 50-nm-wide barrier layers. Well layers of In\(_{0.53}\)Ga\(_{0.47}\)As/In\(_{0.70}\)Ga\(_{0.30}\)As\(_{0.61}\)P\(_{0.39}\) SQWs were 20, 15, 10, and 5 nm wide, separated by 30-nm-wide barrier layers. Cap and buffer layers were 200 nm wide in all samples. We controlled the width and the composition via the growth conditions, which were checked by X-ray diffraction and transmission electron microscopy (TEM).
We annealed samples in a reactor tube of a liquid-phase epitaxy system. During the annealing, we placed an InP plate on In$_x$Ga$_{1-x}$As$_y$P$_{1-y}$ samples and introduced pure H$_2$ gas. We believe the semiconductor plates raise the phosphorous vapor pressure during annealing.

We measured photoluminescence (PL) spectra of these samples at 4.2 K before and after annealing by immersing samples in liquid helium. We excited luminescence with the 647.1 nm line of a Kr$^+$ ion laser and detected luminescence using a PbS detector. Figure 3 is an example of the measured photoluminescence spectra of In$_{0.53}$Ga$_{0.47}$As/InP SQWs. The four peaks correspond to four quantum wells of different widths, and all of them shifted to a shorter wavelength after annealing. These peak shifts are caused by changes of quantum energy levels, which are sensitive to compositional profile.

We compared the measured and calculated dependences of quantum energy shifts on well layer width for various annealing times in In$_{0.53}$Ga$_{0.47}$As/InP (Figure 4). Solid lines indicate shifts calculated using our formula. The measured shifts closely agree. The energy shift increased gradually in 20-nm-wide well layers, and in narrower well layers, the shift increased rapidly up to 2 hours and then became saturated. Our formula explained each of these characteristics using a set of parameters, that is interdiffusion.
coefficients in each layer and the interfacial distribution ratio. This result is consistent with our fundamental assumption that the three parameters can be regarded as constant during interdiffusion. Note that this assumption for the interdiffusion coefficient is equivalent to assuming that the coefficient depends negligibly on the composition of group-V atoms. Our result suggests that the assumption is valid, at least under our experimental conditions.

We measured the dependence of quantum energy shifts on well layer width at various annealing temperatures for In$_{0.53}$Ga$_{0.47}$As/InP quantum wells (Figure 5) and In$_{0.53}$Ga$_{0.47}$As/In$_{0.70}$Ga$_{0.30}$As$_{0.61}$P$_{0.39}$ quantum wells (Figure 6). The solid lines indicate the calculated shifts and agree well with the measured shifts. Table 1 lists calculated interdiffusion coefficients and distribution ratios for In$_{1-x}$Ga$_x$As$_y$P$_{1-y}$/InP quantum wells. We found that interdiffusion coefficients in In$_{0.53}$Ga$_{0.47}$As layers were common to quantum wells having different barrier layers. The distribution ratio, $k$, decreased as annealing temperature increased in In$_{0.53}$Ga$_{0.47}$As/InP quantum wells.

We made Arrhenius plots of interdiffusion coefficients (Figure 7). The solid lines are for an Arrhenius expression with a single activation energy. We found that activation energy was 0.5 eV in an In$_{0.53}$Ga$_{0.47}$As layer, 2.0 eV in an In$_{0.70}$Ga$_{0.30}$As$_{0.61}$P$_{0.39}$ layer, and 8.4 eV in an InP layer. The activation energy in InP was larger than the energy of self-diffusion of phosphorus atoms.
Fig. 5. Quantum energy shifts as a function of well width: In$_{0.53}$Ga$_{0.47}$As/InP quantum wells after annealing at between 600 and 750°C for 2 hours. Symbols show measured results and solid lines indicate calculated results.

Fig. 6. Quantum energy shifts as a function of well width: In$_{0.53}$Ga$_{0.47}$As/In$_{0.70}$Ga$_{0.30}$As$_{0.61}$P$_{0.39}$ quantum wells after annealing at between 680 and 750°C for 2 hours. Symbols show measured results and solid lines indicate calculated results.
in InP, which has been measured as 5.65 eV [53]. We suggest that one reason for this discrepancy is lattice distortion which adds excess energy to the activation energy. We cannot compare activation energies in In_{0.53}Ga_{0.47}As and In_{0.70}Ga_{0.30}As_{0.61}P_{0.39} layers with other values due to the lack of reported data.

We concluded the following concerning the characteristics of the interdiffusion of group-V atoms in In_{1-x}Ga_xAs_yP_{1-y} materials.

We assume that interfacial compositional discontinuity is related to lattice distortion, which is first induced at the interface during interdiffusion. If there is no interfacial discontinuity, the greater the difference in the initial composition of group-V atoms between well and barrier layers, the greater the lattice distortion produced by interdiffusion will be. In Table 1, distribution ratios of In_{0.53}Ga_{0.47}As/InP quantum wells were larger than those of In_{0.53}Ga_{0.47}As/In_{0.70}Ga_{0.30}As_{0.61}P_{0.39} quantum wells. The ratio in GaAs/AlGaAs quantum wells is regarded to be one (see Figure 1 and will be shown in detail in Table 2). This shows that the distribution ratio was larger at the interface where the greater lattice distortion was expected. We can also see from Table 1 that the distribution ratio decreased as annealing temperature increased. These results support the assumption that compositional discontinuity starts by a thermodynamic potential barrier.

---

**Fig. 7.** Interdiffusion coefficients in In_{x}Ga_{1-x}As_{y}P_{1-y} quantum wells as a function of the inverse of annealing temperature.
TABLE 1
Interdiffusion coefficients and distribution ratios of In0.53Ga0.47As/InP and In0.53Ga0.47As/In0.70Ga0.30As0.61P0.39 quantum wells.

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>$D_{InGaAs}$ (cm²/s)</th>
<th>$D_{InP}$ (cm²/s)</th>
<th>$k$</th>
<th>$D_{InGaAs}$ (cm²/s)</th>
<th>$D_{InGaAsP}$ (cm²/s)</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>7.1 E-17</td>
<td>1.3 E-21</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>625</td>
<td>7.5 E-17</td>
<td>2.0 E-20</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>650</td>
<td>8.1 E-17</td>
<td>2.1 E-19</td>
<td>30</td>
<td>2.5 E-17</td>
<td>5.0 E-20</td>
<td>2</td>
</tr>
<tr>
<td>700</td>
<td>2.8 E-17</td>
<td>5.6 E-17</td>
<td>17</td>
<td>2.8 E-17</td>
<td>1.4 E-19</td>
<td>2</td>
</tr>
<tr>
<td>720</td>
<td>3.5 E-17</td>
<td>2.3 E-17</td>
<td>13</td>
<td>3.6 E-17</td>
<td>2.0 E-19</td>
<td>1</td>
</tr>
<tr>
<td>725</td>
<td>3.8 E-17</td>
<td>3.8 E-15</td>
<td>13</td>
<td>3.5 E-17</td>
<td>4.3 E-19</td>
<td>1</td>
</tr>
<tr>
<td>740</td>
<td>4.7 E-17</td>
<td>4.1 E-14</td>
<td>11</td>
<td>3.9 E-17</td>
<td>5.5 E-19</td>
<td>1</td>
</tr>
</tbody>
</table>

related to lattice distortion. Yu et al. reported that lattice mismatch was avoided when both group-III atoms and group-V atoms interdiffused [54]. They speculated that this was because interdiffusion which produces lattice distortion requires excess energy. Considering that the strain energy will follow the compositional profiles in layers, the ratio $k$ is expected to vary versus time. We suppose that the annealing time in our experiment is too short for the effect on the ratio $k$ to be observed in this work.

Even though we neglected the Smigelskas-Kirkendall effect, our model accurately explained quantum energy shifts due to interdiffusion. This suggests that the Smigelskas-Kirkendall effect was negligible in our samples. We assume that this result is also related to the lattice distortion which adds excess energy to the interdiffusion activation energy. When group-III atoms do not move, as in our experiment, the motion of the interface of group-V atoms must produce a large lattice distortion between the stable interface of group-III atoms and the moved interface of group-V atoms.

2.2.2 GaAs/AlGaAs quantum wells

We grew experimental samples by MOVPE. Samples were undoped GaAs/Al0.25Ga0.75As SQWs on (001)-GaAs substrates grown at 720°C. Each sample had a cap layer, SQWs, and a buffer layer on the substrate. Well layers of GaAs/Al0.25Ga0.75As SQWs were 20, 15, 10, and 5 nm wide, separated by 50-nm-wide barrier layers. Cap and buffer layers were 200 nm wide. We annealed samples in a reactor tube of a liquid-phase epitaxy system. During annealing, we placed a GaAs plate on AlxGa1-xAs samples and introduced pure H2 gas.
Fig. 8. Quantum energy shifts as a function of well width: GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells after annealing at 825°C for 2, 4, and 6 hours. Symbols show measured results and solid lines indicate calculated results.

Fig. 9. Quantum energy shifts as a function of well width: GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells after annealing at between 800 and 900°C for 2 hours. Symbols show measured results and solid lines indicate calculated results.
The dependence of quantum energy shifts on the well width in GaAs/AlGaAs SQWs differed greatly from that in InGaAsP/InP SQWs. Figure 8 shows the dependence of quantum energy shifts on well-layer width for various annealing times. The energy in the 20-nm-wide well layer was almost constant, and in narrower well layers, energy shift increased and did not saturate. Our formula explained each of these characteristics. Figure 9 shows the quantum energy shifts for various annealing temperatures. We see the same tendency of energy shifts as in Figure 8, and this tendency differs greatly from that in In$_{0.53}$Ga$_{0.47}$As/InP quantum wells (see Figure 5).

Table 2 lists calculated interdiffusion coefficients and distribution ratios for GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells. The parameters in Tables 1 and 2 give an indication of why the tendency in Figure 6 looks a blend of those in Figure 5 and Figure 7. Interdiffusion coefficients of In$_{0.53}$Ga$_{0.47}$As/In$_{0.70}$Ga$_{0.30}$As$_{0.61}$P$_{0.39}$ quantum wells are different between layers, which is a characteristic of In$_{0.53}$Ga$_{0.47}$As/InP, and interfacial discontinuity is small, which is a characteristic of GaAs/Al$_{0.25}$Ga$_{0.75}$As. Also, the parameters in Table 2 suggest that Chang’s model is applicable to GaAs/Al$_x$Ga$_{1-x}$As quantum wells, i.e., interdiffusion coefficients were common to both layers and distribution ratios were 1 at all the annealing temperatures we adopted for GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells.

We compared the interdiffusion profiles of In$_{0.53}$Ga$_{0.47}$As/InP and GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells. Figure 10(a) explains the results found by Nakashima et al. (arsenic composition in an In$_{0.53}$Ga$_{0.47}$As well layer decreased uniformly and the interdiffused arsenic atoms stagnated near the interface on an InP barrier layer side) [15] and Fujii et al. (a large compositional discontinuity of group-V atoms existed at the interface even after interdiffusion) [16]. These profiles also help us to understand the characteristics of energy shift in two types of quantum well. In In$_{0.53}$Ga$_{0.47}$As/InP quantum wells, there is a large interfacial discontinuity, which starts as the distribution ratio. The distribution ratio limits the increase

<table>
<thead>
<tr>
<th>GaAs/Al$<em>{0.25}$Ga$</em>{0.75}$As</th>
<th>T (°C)</th>
<th>D (cm$^2$/s)</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>800</td>
<td>2.2 E-19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>825</td>
<td>6.9 E-19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>850</td>
<td>1.1 E-18</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>875</td>
<td>2.3 E-18</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>4.0 E-18</td>
<td>1</td>
</tr>
</tbody>
</table>
of phosphorus composition in the well layer. Because of this compositional limitation, the shift of quantum energy saturates. With high velocity (see Table 1), interdiffusion easily advances to the center of the well layer. Quantum energies therefore shift even in a wide well layer. Distribution ratios were independent of well-layer width, so saturation and shift occur earlier in narrower well layers. With GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells (Figure 10(b)), the distribution ratio was 1, so energy shifts did not saturate and increased gradually.

We made Arrhenius plots of interdiffusion coefficients in GaAs/Al$_x$Ga$_{1-x}$As quantum wells (Figure 11). The solid lines are for an Arrhenius expression with a single activation energy. We found an interdiffusion activation energy of 2.8 eV in GaAs/Al$_{0.25}$Ga$_{0.75}$As quantum wells. We superimposed previously reported data in Figure 11. We believe that the discrepancy between our value and others is caused by a difference in crystal quality. Chang and Koma found an interdiffusion activation energy of 4.1 eV in Al$_{0.25}$Ga$_{0.75}$As [12]. They speculated that the disagreement between their activation energy and the Ga vacancy, which was 2.1 eV [55], was due to As vacancies via the formation of divacancies [56]. Our activation energy was closer to the Ga vacancy than Chang and Koma's, so it is possible that our samples had fewer As vacancies than their sample. This would also explain why our interdiffusion coefficients were lower than Chang and Koma's.
Guido et al. studied the influence of vacancy concentration on interdiffusion [11]. The smallest activation energy among their samples was 3.4 eV. Guido et al.'s results are very similar to ours, though their activation energy is different.

2.3 Growth-condition Dependence

We studied the influence of the growth temperature and the buffer-layer thickness on the set of parameters (i.e., interdiffusion coefficients and interfacial distribution ratio) of In_{0.53}Ga_{0.47}As/InP quantum wells. We grew three samples of undoped In_{0.53}Ga_{0.47}As/InP single quantum wells on (100)-oriented InP substrates using MOVPE. Each sample consisted of a 100 nm InP cap layer, SQWs, and an InP buffer layer. The SQWs consisted of 20, 10, 7.5, and 5 nm In_{0.53}Ga_{0.47}As well layers separated by 50 nm InP barrier layers. The growth temperatures and the buffer layer thicknesses varied among the samples. Sample I was grown at 615°C with a 1 μm buffer layer. Sample II was grown at 570°C with a 1 μm buffer layer. Sample III was grown at 615°C with a 0.1 μm buffer layer. After etching away the epitaxial layers to expose the buffer layers, we observed etch pits which originated from substrate dislocations. Etch pit density (EPD) was about 12,000/cm² on a 0.1 μm buffer layer and about 6,000/cm² on a 1 μm buffer layer. EPD of
Fig. 12. Quantum energy shift in InGaAs/InP quantum well grown under various conditions. Annealing was performed at 700°C for 2 hours.

The substrate was below 5,000/cm². We annealed samples at between 680 and 740°C for 2 hours using the reactor tube of a liquid-phase epitaxy system. We put an InP plate on the samples while flowing pure H₂ gas over the samples to protect them from oxidation as before.

We measured the 4.2 K PL spectra before and after annealing. In the measurements, samples were immersed in liquid helium and were excited with the 641.7 nm line of a Kr⁺ laser. Luminescence was measured with a PbS detector. Figure 12 shows the measured and calculated energy shifts as a function of well width after annealing at 700°C. The lower the growth temperature and the thicker the buffer layer, the more stable the peak energy. This tendency was consistent for annealing between 680 and 740°C. The results suggest that the interdiffusion parameters varied among these samples. The calculated energy shifts agreed very well with measured shifts, and we determined each sample’s interdiffusion coefficients and interfacial distribution ratios for temperatures, between 680 and 740°C.

Figure 13 shows the interdiffusion coefficients of samples I, II, and III as functions of temperature. In the InP layer, the interdiffusion coefficients for the sample grown at 615°C (sample I) were about 20 times that for the sample grown at 570°C (sample II). The diffusion coefficients for the sample with a 0.1 µm buffer (sample III) were also about 20 times that for the sample with
Fig. 13. Interdiffusion coefficient in each layer of In$_{0.53}$Ga$_{0.47}$As/InP quantum wells as a function of temperature. Open symbols represent interdiffusion coefficients in the well layers and solid marks show coefficients in the barrier layers.

All samples had a common interdiffusion activation energy of 8.4 eV. In In$_{0.53}$Ga$_{0.47}$As layers, the interdiffusion coefficients were almost independent of growth temperature and buffer layer thickness, and they showed an activation energy of 0.5 eV.

Table 3 shows the interfacial phosphorous composition ratios $k$. The ratios were constant for a given temperature. This means that the ratios were independent of growth temperature and buffer layer thickness.

The interdiffusion activation energy must be affected by the interdiffusion mechanism. The activation energies were the same in layers having the same composition under all our experimental conditions (even the values

<table>
<thead>
<tr>
<th>Sample</th>
<th>680</th>
<th>700</th>
<th>720</th>
<th>740</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>100</td>
<td>35</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>35</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>III</td>
<td>100</td>
<td>35</td>
<td>30</td>
<td>20</td>
</tr>
</tbody>
</table>
Defect-dependent diffusion is divided into three types.

1. Vacancy-related diffusion:
   \[ Q_{\text{InGaAs}} = 0.5 \text{ eV} \] (P in InP), \[ Q_{\text{InP}} = 8.4 \text{ eV} \] (In in InP)

2. Dislocation-related diffusion:
   \[ Q_{\text{InP}} = 3.7 \text{ eV} \] (P in Si), \[ Q_{\text{InP}} = 2.8 \text{ eV} \] (In in Ge)

3. Interstitial-site-related diffusion:
   \[ Q_{\text{InP}} = 0.51 \text{ eV} \] (Li in Ge), \[ Q_{\text{InP}} = 0.38 \text{ eV} \] (Au in Si)

Fig. 14. Defect-dependent diffusion is divided into three types and the obtained diffusion coefficient in each layer suggests the diffusion mechanism.

in Figure 13 are equal to those in Figure 9). We infer that the difference in the activation energy between layers indicates the difference in the interdiffusion mechanism. In general, defect-dependent diffusion can be categorized based on the effective defects: vacancy, dislocation, and interstitial (Figure 14). The diffusion activation energies are specified according to the defect types. The activation energy of vacancy or dislocation diffusion is several electron volts and the energy of interstitial diffusion is under one electron volt [57]. Based on these findings, we conclude that interdiffusion in the InP layer occurs due to vacancy and/or dislocation defects, and that the interdiffusion in the In_{0.53}Ga_{0.47}As layer is related to interstitial phenomena. The growth-condition dependence of the interdiffusion coefficient supports this idea if we assume the following. The higher the temperature is, the more vacancies are generated. If this trend is retained after quenching, vacancy-assisted interdiffusion will be enhanced in the high-temperature-grown sample. Remember that EPD was twice as large in the 0.1 \( \mu \)m buffer layer than in the 1 \( \mu \)m buffer layer. If the number of dislocation paths follows the EPD trends, dislocation-assisted interdiffusion will be enhanced in layers on a high-EPD buffer layer. Measurements for the InP layer matched these trends. Note that we cannot distinguish these two mechanism since the number of vacancies and of dislocation paths may correlate to each other. On the other hand, it is reasonable that interdiffusion in the In_{0.53}Ga_{0.47}As layer is not affected by
the growth temperature or the buffer-layer thickness if the interdiffusion is mainly due to the interstitial effects. We consider that the interdiffusion in the In$_{0.53}$Ga$_{0.47}$As layer resembles the Zn diffusion in GaAs [58]. We expect that comparatively small phosphorous atoms can enter an interstitial path in the In$_{0.53}$Ga$_{0.47}$As layer and extend the effective interdiffusion length.

Quantum energy shifts are presented in Figure 15 as a function of the interdiffusion coefficient in the InP layer for 7.5-nm In$_{0.53}$Ga$_{0.47}$As well layers after annealing at 680 and 700°C. We attained no energy shift from the 1 μm buffer layer sample grown at 570°C and annealed at 680°C. This region is represented by a dashed line because we extrapolated $D_b$ for the case when no energy shift was observed. We can see that the thermal stability of our samples was enhanced by improving the crystal quality of the barrier (InP) layer, which was realized by reducing the growth temperature and making the buffer layer thicker.

In this section, it is demonstrated that the thermal stability is related to the crystal quality and that the lattice strain plays an important role in the interdiffusion process. Our method enables a basic understanding of the interdiffusion process in III-V semiconductor quantum wells, that will aid in their application to practical devices.
3 INTERDIFFUSION IN SELF-FORMED QUANTUM DOTS

3.1 Growth of Self-formed InGaAs/GaAs Quantum Dots

Three-dimensional quantum confinement of electrons, holes, and excitons in semiconductor quantum dots is predicted to produce new physical phenomena and significantly improve optoelectronic devices such as laser, optical modulator, and some nonlinear devices [59,62]. Primarily, artificial techniques such as high-resolution patterning and regrowth have been studied [63,64]; These techniques have advantages in the controllability of positioning, but suffer from poor interface quality, low numerical density, and a nonuniform dot size due to their complex nanofabrication processes. Self-organization of microcrystals was a breakthrough in the fabrication of quantum dots, and will realize experimentally the predictions made on quantum dots in the near future. Using three-dimensional (islanding) growth under the Stranski-Krastanov mode, Ge/Si dots [65], Si_x Ge_{1-x}/Si dots [66], In_x Ga_{1-x} As/GaAs dots [26], InAs/GaAs dots [67], and In_x Ga_{1-x} N/GaN dots [68] were produced by MOVPE, molecular beam epitaxy (MBE), and chemical vapor deposition (CVD). These self-organized dots have uniform size smaller than the exciton Bohr radius, high spontaneous emission efficiencies, and high numerical densities, all of which are not possible in artificially fabricated structures.

Although the dots grown by the Stranski-Krastanov mode (SK dots) are the most widely used, we have grown another type of highly uniform self-organized In_{0.5} Ga_{0.5} As/GaAs quantum dots during alternate supply of precursors, using the atomic layer epitaxy technique [25,34]. (We have called this type of dots ‘ALE-grown dots’ or simply ‘ALE dots’. We hereafter call them ‘ALS dots’ after ‘ALternate Supply’.) The ALS dots emit at the wavelength of 1.3 μm at room temperature, which is favorable for optical telecommunications systems and the wavelength is longer than that of ordinary SK dots. The TEM images reveal the different structures between the two types of dots (Figure 16). Cross-sectional images indicate that the ALS dots are spherical and are buried in the quantum-well layer. The thickness of the quantum well layer is discernibly greater than the wetting layer of the SK dots. Plane-view images also indicate the difference of the structure.

To grow the ALS quantum dots, we use a low-pressure MOVPE apparatus with a chimney reactor [69]. Our growth system is designed for pulse jet epitaxy, in which source gases are supplied in a fast pulsed stream. For the gas handling system, we use a fast switching manifold with a pressure-balanced vent-and-run configuration. Source materials were trimethylindium-dimethylethylamine adduct (TMIDMEA), trimethylgallium (TMGa) and arsine (AsH_3). A growth temperature of 460°C yields distinct self-limiting growth for both InAs ALE by TMGa. We perform
InAs/GaAs alternate supply separated by H₂ purging pulses based on the ALE conditions, typically on a 300-nm-wide GaAs buffer layer on a (001)-GaAs substrate. Instead of a short-periodic layer, a quantum-well layer involving many quantum dots (a quantum-dot layer) was self-formed. A 30-nm-wide GaAs layer is grown on the quantum-dot layer. No dislocation around the dots was observed in cross-sectional TEM images. We also observed the lattice image by high-resolution TEM in a cross-sectional sample, and again did not find any dislocations or defects. We evaluated the spatial composition distribution of sample cross sections with energy dispersive X-ray microanalysis (EDX). We obtained the proved indium composition of 0.5 at the center of the dots (i.e. In₀.⁵Ga₀.₅As) and that of about 0.1 in the quantum well layer surrounding the dots (i.e. In₀.₁Ga₀.₉As).

We confirmed that the self-formed microcrystals were actually quantum dots, base on the following four criteria. I) The size is smaller than the exciton Bohr radius which is about 20 nm in an InGaAsP compound semiconductor; TEM images showed that the microcrystals satisfy this criterion. II) Spectra width is independent of temperature since carriers cannot distribute thermally in a quantum dot where the state density is delta-functionlike. We proved the temperature independence of the full width at half-maximum (FWHM) for the ALS dots (Figure 17). The FWHM was about 30 meV for the ALS dots, and 80–100 meV for the SK dots. Considering that the observable spectral broadening must be determined by the nonuniformity of dot size and composition, the results suggest a high uniformity of the ALS dots.
III) The radiative lifetime should be independent of temperature in a quantum dot where the thermal carrier distribution among sublevels is limited. This characteristic was observed, and the detailed discussion will appear in section 3.3. IV) Energy should be insensitive to magnetic fields. The occurrence of diamagnetic energy shift is caused by the localization of excitons. In quantum dots where excitons are laterally confined, in addition to in the growth direction, the energy shift under magnetic field perpendicular to the sample surface is smaller than in the quantum well. The stronger the lateral quantum confinement is, the smaller the diamagnetic shift is. Figure 18 shows the diamagnetic shifts of the ground level of ALS dots [35]. The shifts of 1.3 µm-emission InGaAsP/InP quantum wells are superimposed for a reference. The dot size was controlled by the number of cycles of alternate supply, and we see that the diamagnetic shifts were smaller than that of quantum wells and that the diamagnetic shift decreased as the number of cycles decreased.

We assume that the unique structure of the ALS dots indicates a self-formation process different from that of the SK dots. The surface of the ALS-dot layer is flat owing to the quantum-well layer, and the ALS dots do not have a wetting layer. They are also unique in the proportion between their height and diameter. The height of SK dots is generally under 1/4 of

---

**Fig. 17.** FWHM of PL spectra of the ALS dots as a function of temperature. PL spectra at 300, 77, and 4.2 K are shown in the inset.
Fig. 18. Diamagnetic energy shifts as a function of the square of the magnetic field. The shifts of InGaAsP/InP quantum well emitting at the wavelength of 1.3 μm are shown for reference.

the in-plane diameter, while the height of ALS dots is 1/2 of the diameter. We believe that the dots were formed as compositional nonuniformities during a two-dimensional growth (Figure 19). The flat surface can be explained only by assuming two-dimensional growth. ALE is better for layer-by-layer growth than MOVPE or MBE. Our growth temperature (460° C) and growth rate (1 monolayer per 10 s) were significantly lower than those of other techniques. The smaller the growth rate and the growth temperature are, the longer the surface-migration length is; the long surface-migration length enhances two-dimensional growth [70]. Additionally, the group-III precursor was provided only for single-layer coverage during one cycle of atomic layer epitaxy. Therefore, when islands were constructed during the supply of group-III atoms, all the islands can deform to a two-dimensional structure during the supply of group-V atom [71]. Since an (InAa)1/(GaAs)1 bulk monolayer superlattice is intrinsically unstable against phase segregation [72], atoms may form 3D microcrystals which reduce the enthalpy of the system.

3.2 Energy Shift of Discrete Sublevels by Interdiffusion

In the ALS dots, we observed multiple discrete sublevels of self-organized quantum dots for the first time [25]. Figure 20 shows the excitation power
Fig. 19. Schematics of growth mechanism of the ALS dots. We assume the mechanism to be related to compositional nonuniformity during two-dimensional growth.

Fig. 20. The excitation power dependence of PL spectra in the dots grown with 9 cycles.
dependence of PL spectra in the dots grown with 9 ALE cycles [36]. Two main peaks were observed in this figure, and as the excitation power increased, the relative intensity of the second peak increased. At the highest excitation, we observed the third peak. Electron carrier injection realizes higher carrier density than in PL measurement. Figure 21 shows the EL spectra of dots at 300 K and 77 K. At both temperatures, emission from the levels appeared first in the low-energy position, and then gradually moved upward as the current increased. Three peaks appeared at 300 K as the injected current was increased, while five peaks appeared at 77 K. Figure 22 shows the photoluminescence excitation (PLE) spectra [38]. We can see two peaks in the PLE spectra at the energy where peaks appeared in PL spectra, indicating that these peaks correspond to the sublevels in the dots. Note that the peak intensity of the PLE spectra does not suggest the state density of each sublevel since the intensity depends on the carrier relaxation rate among sublevels.

Figure 23 shows the emission energy of the ground and the second level as a function of alternate supply cycle [35]. As the number of cycles increased, sublevel energies and the energy interval decreased. The diameter of the dots observed by TEM increased as the number of supply cycles increased. The results suggest that the energy of sublevels was determined by the quantum size effect. The dot size was changed by post-growth annealing as shown in the following.
Fig. 22. PLE and PL spectra at 4.2 K. Discrete sublevels up to the third level were proved.

Fig. 23. Energy of the ground and the second level as a function of number of cycles. Dot's diameter observed by TEM is also indicated.
We measured PL spectra before and after annealing and compared the energy of sublevels [39]. We prepared the InGaAs dots with 18 cycles of (TMIDMEA)/(TMGa)/(AsH₃) alternate supply. Samples were annealed at 500 to 680°C for 30 and 60 minutes in the reactor tube of a liquid-phase epitaxy system. During the annealing, we flowed pure N₂ gas to protect samples from oxidation, and placed a GaAs plate on the samples to prevent arsenic desorption by raising the arsenic pressure. Figure 24 shows the PL spectra before and after annealing at 615°C for 30 and 60 minutes. We see energies of both the ground and the second levels shifted upon annealing. The integrated PL intensity decreased simultaneously, indicating that a nonradiative channel was introduced in the samples by the annealing [30]. It is noteworthy that the peak intensity of the ground level weakened much more than that of the second level.

We plotted the energies of the ground and the second levels as a function of annealing temperature (Figure 25). We see that the energy shift occurred above 600°C. The shift was larger in the second level up to 650°C, that is, energy separation of the levels increased upon annealing. We observed a single peak in the measurement at 680°C, and we attributed it to the second or higher excited sublevel, considering that the ground-level emission is weakened by annealing and that the energy shift is suppressed when the level energy gets close to the band gap of the GaAs cap layer.
Enhancement of level separation by annealing was not observed in quantum wells. Level separation decreases due to interdiffusion in a quantum well since the interdiffusion always weakens the one-dimensional quantum confinement. We suppose that quantum confinements in additional (in-plane) dimensions characterized the shift in quantum dots. Sallese et al. predicted the increase of level separation due to interdiffusion for a quantum wire system, considering the lateral potential structure [73]. The quantum wire in their model had a crescent-type cross-sectional profile. At the first stage of interdiffusion the lateral potential increases at a higher rate at the edge of the crescent due to its thinness, resulting in the enhancement of energy splitting. The magnitude of the enhancement depends on the initial energy split (i.e., the strength of the initial quantum confinement potential). We assume that a similar phenomenon occurred in our quantum dots (Figure 26). Remember that their dot structure was anisotropic. The cross section of our dots is oval, and quantum confinement may become severe due to the increase of lateral potential at the comparatively thin area of the dots.

To our regret, it is too difficult to analyze the energy shift quantitatively in the quantum dots. We do not know the exact initial confinement potential in the dot. The boundary around the dots must not be abrupt but gradual in composition. We do not know how the crystal lattice is distorted in the dot (biaxial or hydrostatic?). Additionally, there is no formula that treats
Fig. 26. Schematic of potential in anisotropic quantum-dot structure during interdiffusion. Quantum confinement can be severe due to the increase of lateral potential height. Motion of interface may occur simultaneously due to unbalanced diffusion coefficient.

intermixing in three dimensions in the anisotropic structure. The quantitative analysis is a subject of future works.

3.3 Phonon Bottleneck in Anealed Quantum Dots.

In the following we demonstrate the influence of annealing on the carrier lifetimes at sublevels of quantum dots [39]. It is noteworthy in Figure 24 that the peak intensity of the ground level weakened by annealing much greater than that of the second level. We observed the same tendency at other annealing temperatures over 600°C where the peak energies shifted. These results suggest that the carrier population at the ground level decreased after annealing. Remember that in the EL spectra in Figure 21, a higher level emission appeared before the emission intensity of the lowest level reached the maximum value. These phenomena suggest the presence of the phonon bottleneck effect in this system.

The phonon bottleneck is a phenomenon occurring in the zero-dimensional semiconductor structure, the carrier relaxation between intrabands is hindered due to the delta-function state density [74]. The bottleneck effect was pointed out as being an obstruction to the predicted excellent performance of dot lasers where the discrete state density enables considerable reduction of the threshold current and temperature sensitivity [59]. The slow relaxation rate will degrade the laser performance. Before the self-formation technique was developed to produce semiconductor quantum dots, the phonon bottleneck had been a mere theoretical research subject. Benisty and co-workers predicted that the slow relaxation lifetime will enhance the nonradiative recombination process in the quantum dots (Figure 27) [75,76]. It was believed that the intraband
Fig. 27. Schematic of the phonon bottleneck effect.

spacings must agree with the LO-phonon energy for the fast carrier relaxation, and the carrier relaxation rate was calculated as a function of intraband spacing considering electron-hole interaction [77,78], LA–LO phonon process [79], and phonon-electron mode coupling [80]. Reduction of PL intensity in III-V compound semiconductor dots prepared by lithography and regrowth was reported and used as evidence of the existence of the phonon bottleneck [81]. However defects introduced during the nanofabrication process require a more complex picture for PL intensity analysis. Lack of high-quality semiconductor microcrystals made it difficult to examine phonon bottleneck experimentally.

We measured the luminescence decay of sublevels in the ALS dots as a function of temperature using a time-resolved PL system [38,39]. Examples of the decay curves obtained are shown in Figures 28 and 29. We found that in the as-grown sample the higher the temperature was, the faster the decay progressed and that the lower the order of a level, the slower the progression of decay was. In samples annealed at 615°C for 60 minutes, we saw that the decay time of the ground level decreased as measurement temperature was raised. In the as-grown sample, the decay time of the ground level was independent of temperature.

We assumed that the decay curves can be analyzed using a double-exponential curve-fitting equation; \[ \exp(-t/\tau_r) + \exp(-t/\tau_0) \], where \( \tau_r \) is the radiative recombination lifetime and \( \tau_0 \) is the relaxation lifetime for the \( i \)-th level. The second term is neglected in the decay of the ground level. This assumption is based on the following observation. Since the energy separation
Fig. 28. Decay curves for the five sublevels at 250 and 20 K. Emission decay for the first level at 250 K was outside the detectable range of measurement.

Fig. 29. Decay curves of the ground- and the second-level emission at various temperatures after annealing at 615°C for 60 minutes.
of sublevels in each dot is comparatively larger than the value of kT and the
physical distance between the dots is too long (several tens of nanometers)
for carriers to tunnel, carriers in one dot cannot move to another dot and each
decay curve is the sum of decay in individual dots. The carrier relaxation
rate in the individual dot strongly depends on the number of carriers in
the dot. Carriers cannot relax when the lower levels are filled (case 1).
Relaxation is assumed to be faster than recombination when the lower levels
are empty (case 2) since the lowest-energy peak was dominant at low carrier
density in PL at every temperature. Considering that each level in a dot
is filled with a few carriers, the decay process between sublevels can be
categorized into the above two cases approximately. After deconvoluting
the decay curves with excitation pulse spectra using the double-exponential
equation, we determined the lifetimes in the equation. We found that the
two lifetimes in each level can be characterized as follows, especially for
the as-grown sample. One is long (0.7–1.8 ns) and independent of the
level order and temperature (Figure 30(a)). The other is short (10 ps–1
ns), varies among levels, and is temperature dependent (Figure 30(b)). We
denote the former as recombination and the latter as relaxation, as described
below [38].

The near-one-nanosecond lifetime and the temperature independence
match well with predicted characteristics of the radiative recombination
decay time for quantum dots. We have proposed a theory on the spontaneous
emission lifetime of excitons in quantum dots and predicted that as the
in-plane diameter of an exciton decreases to several nanometers, the lifetime
will increase to a few nanosecond [82]. The spontaneous emission rate is not
strongly temperature dependent since the excitons in the dots have discrete
energy states. Experimentally, Wang et al. [83] found the decay time for
ground-level spontaneous emission of InGaAs/GaAs quantum dots to be
~ 1 ns, which is in good agreement with our results.

The shorter lifetime can be well explained if we treat it as a relaxation
lifetime. As the order of the level increased from the second to the fifth,
lifetime decreased by one order of magnitude. Since relaxation rate can
be expressed in terms of the sum of all possible transitions between the
levels, the relaxation lifetime of a level should decrease as the state density
increases. The state density is expected to be larger in higher levels [36]. In
fact, we have observed in EL spectra that the intensity increases as the level
order increases. We also saw in the experiment that lifetime decreased as the
temperature was raised from 20 K to 300 K. This observation agrees with
the increase in the number of phonons predicted by the Bose distribution
function: 

$$\exp(h\omega/kT) - 1$$

The relaxation lifetimes are much longer than those in systems of higher dimensionality (10^{-14} s in GaAs bulk [84]
and 10^{-13} s in a GaAs quantum well [85]), which suggests the existence of
the phonon bottleneck.
Fig. 30. (a) Recombination lifetime for the ground to the fifth level and (b) relaxation lifetime for the second to the fifth level in quantum dots as a function of temperature.

We simulated the EL spectra using the simplified model with the obtained lifetimes. We considered that there were five electron levels in the dots where radiative decay is allowed, assuming that the hole energy separation was within the thermal energy owing to the heavy mass. We also assumed that electron relaxation occurs toward the neighboring lower level and ignored the upward thermal excitation of electrons. We assumed that the relaxation rate in the \( i \)-th level (\( \tau_i^{-1} \)) is proportional to the filled proportion of the \( (i-1) \)-th level (\( f_{i-1} \); 0 \( \leq \) \( f_{i-1} \) \( \leq \) 1); 
\[
\tau_i^{-1} = (1 - f_{i-1})\tau_0^{-1},
\]
where \( \tau_0 \) is the intrinsic relaxation lifetime in the \( i \)-th level. Assuming that the recombination lifetime, \( \tau_r \), is common to all levels, we solved the rate equations

\[
\frac{f_5 N_5}{\tau_5} + \frac{f_5 N_5}{\tau_r} - G = 0
\]

(3-1)

\[
\frac{f_i N_i}{\tau_i} + \frac{f_i N_i}{\tau_r} - \frac{f_{i+1} N_{i+1}}{\tau_{i+1}} = 0 \quad (i = 2, 3, 4)
\]

(3-2)

\[
\frac{f_1 N_1}{\tau_r} - \frac{f_2 N_2}{\tau_2} = 0,
\]

(3-3)

where \( G \) is the carrier generation rate, and \( N_i \) \((i = 1 \text{ to } 5)\) is the density of states in the \( i \)-th level and \( \tau_{nr} \) is the nonradiative lifetime.
Figure 31 shows the calculated EL spectra at 300 and 77 K. Results of the calculation correlate very well with measurements shown in Figure 21. In the measured spectra, we can see that high-energy peaks appeared earlier for 77 K than for 300 K as the current increased. For instance, when the emission intensity of the ground level reached half-maximum, the intensity of the second level was stronger than that of the ground level at 77 K (10 mA), but almost equal at 300 K (50 mA). In the calculation, we can see that the trend of peak intensities was explained well, and understood that the variation due to temperature was because the relaxation lifetime at 77 K was longer than at 300 K. We noted for 300 K that the calculated values of current are much smaller than the measured values. This discrepancy worsens when the injected current is large. We suspect that this discrepancy is attributable to the nonradiative recombination process outside the dots [37]. Carriers may have been trapped in defects in the quantum well surrounding the dots where the indium atoms are missing. High current injection increases local temperature and may promote the nonradiative recombination process. At 77 K, we see a good agreement between the calculated and measured current values, which suggests a rather negligible influence of the nonradiative process.

Obtained lifetimes of the annealed sample are shown in Figures 32(a) and 32(b) as a function of temperature. We see that the relaxation lifetimes decreased slightly after annealing. The recombination lifetime of the second level did not change much after annealing while the recombination lifetime
at the ground level decreased drastically to a few hundred picoseconds and seemed to become temperature dependent after annealing. In a quantum dot where the state density is a series of delta functions, the recombination lifetime will be insensitive to temperature when the energy separation is larger than the thermal energy. The decrease in lifetimes at the ground level suggests that the nonradiative recombination channel affected the ground level. From the observed lifetimes, the nonradiative lifetime can be estimated to be a few hundred picoseconds. In a quantum well, carrier trapping by defect levels is believed to occur from the bottom of the energy band. As one possibility, we consider that the similar phenomenon occurred in quantum dots and that the nonradiative channel only affected the ground level. As another possibility, we consider the existence of the phonon bottleneck for the carrier trapping process. If carrier trapping requires phonon scattering the second level energy may not satisfy the conditions related to the phonon energy. To enable further discussion, additional research on the origin of the nonradiative level and the details of its trapping process is required.

Using the measured lifetimes, we can estimate the carrier recombination process in the ground and the second levels of quantum dots (inset in Figure 33). The relative emission intensity of the ground and the second level is determined by the equilibrium between the radiative recombination process ($r_1, r_2$), the relaxation process ($x_2$), and the nonradiative recombination process ($n_1, n_2$). In the as-grown sample, the nonradiative lifetimes $\tau_{n1}$

---

**Fig. 32.** (a) Recombination lifetimes and (b) relaxation lifetimes of sublevels before and after annealing at 615°C for 60 minutes.
Fig. 33. PL spectra calculated with various values of nonradiative lifetime using the measured relaxation and the recombination lifetime. Schematic of electron recombination process in the ground and the second level is shown in the inset.

and \( \tau_{n2} \) were negligible. After annealing, the recombination lifetime at the ground level decreased to \((\tau_{r1}^{-1} + \tau_{n1}^{-1})^{-1}\) while the nonradiative lifetime \( \tau_{n2} \) was still negligible. The one-sided reduction of the recombination lifetime at the ground level caused a significant decrease in the relative emission intensity of the ground level. Another view is that this phenomenon was a consequence of the phonon bottleneck for the carrier relaxation. If the relaxation lifetime \( \tau_{r2} \) is negligible, the second-level emission will decrease drastically when the nonradiative channel is generated inside the dot.

Figure 33 shows the calculated PL spectra with several values of nonradiative lifetime. In the calculation, we used the same model as for EL spectra. Assuming that the nonradiative recombination occurred only at the ground level, we solved the same rate equations for five levels, replacing Eq. (3-3) by

\[
\frac{f_1 N_1}{\tau_r} + \frac{f_1 N_1}{\tau_{nr}} - \frac{f_2 N_2}{\tau_2} = 0. \tag{3-4}
\]

In Figure 33, we see that as the nonradiative lifetime decreases from infinity to a few hundred picoseconds, the emission intensity of the ground level decreases and becomes comparable to that of the second level. The value of a few hundred picoseconds agrees with the lifetime estimated in Figure 32(b). The intensity of higher sublevels is constant since the relaxation rate is not
influenced by the nonradiative recombination, due to the low filled proportion at the ground level. In the measured spectra, emission intensity of higher sublevels was reduced by annealing. We suppose that the number of carriers injected into dots decreased in the actual annealed samples since the crystal quality outside the dots may also be degraded by annealing.

The phonon bottleneck rendered the carrier density at the ground level sensitive to the nonradiative channel generated by annealing. In the growth of a laser structure, InGaP or AlGaAs cladding layers sandwiching the dot region were grown at over 600°C in order to obtain good optical quality. The reported dot-laser performances are, therefore, expected to be degraded by the generation of nonradiative channels, although the relaxation rate itself may be improved by the thermal treatment. As a future research subject with the aim of practical application, we should study the nonradiative defects generated by thermal treatment to find out how to eliminate the defects. The structural dependence of the carrier relaxation rate is also a significant research area.

4 SUMMARY

We presented our study on interdiffusion in III-V compound semiconductor quantum wells and self-formed quantum dots. First, we presented a formula which comprehensively describes interdiffusion profiles of quantum wells. We derived the formula by solving diffusion equations, assuming that interdiffusion coefficients differ between layers and that there is interfacial discontinuity in the compositions of interdiffused species. The formula includes the penetration of interdiffusion between alternate layers, which is common in quantum wells. We applied the formula to the analysis of the dependence of quantum energy shift on annealing time, annealing temperature, and well layer width in lattice-matched In_x Ga_1-x As_P_1-y/InP and GaAs/Al_x Ga_1-x As quantum wells. Our formula correctly predicted the dependence and clarified the differences between interdiffusion processes in these two materials. We then showed the dependence of interdiffusion parameters on growth conditions in In_0.53 Ga_0.47 As/InP quantum wells, investigating their interdiffusion mechanisms. We investigated the influence of the growth temperature and the buffer-layer thickness. From the observed dependence of interdiffusion activation energies and interdiffusion coefficients on the conditions, we inferred that the interdiffusion mechanism in the InP layer is related to vacancies and dislocations, and in In_0.53 Ga_0.47 As layer, to interstitial site propagation. Next, we reviewed the effects of thermal treatment on our self-formed In_0.5 Ga_0.5 As quantum dots. After showing our unique technique of growing quantum dots with an alternating supply of precursors, we show that the quantum energy split between the ground
and second sublevel increased as annealing temperature was raised, which was not observable in quantum wells. We also showed that the nonradiative channel introduced by interdiffusion caused the degradation of the relative emission intensity of the ground level, taking into account the existence of the phonon bottleneck. The influence of interdiffusion on the carrier lifetimes was quantitatively presented by measuring time-resolved photoluminescence.
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1 INTRODUCTION

Strained layer In\textsubscript{x}Ga\textsubscript{1-x}As/GaAs systems have received a great deal of attention in the last few years due to their potential applications to electronic and opto-electronic semiconductor devices. The In\textsubscript{x}Ga\textsubscript{1-x}As alloy layer is biaxially compressed due to the larger lattice constant compared to the GaAs layer. Despite the fact that the alloy layer is under high strain (from 0 to 7%), high quality of epitaxial layers can be obtained (see [1] and references therein). The In\textsubscript{x}Ga\textsubscript{1-x}As alloy band gap is smaller than the GaAs one resulting in higher potential barrier between In\textsubscript{x}Ga\textsubscript{1-x}As and Al\textsubscript{y}Ga\textsubscript{1-y}As heterojunctions when compared to the GaAs/Al\textsubscript{y}Ga\textsubscript{1-y}As based systems. This change in the band structure becomes useful for applications in high
speed digital and optical devices, such as high electron mobility transistors (HEMT) [2–5] and quantum well laser diodes [6–11]. The advance of crystal growth techniques enabled the fabrication of semiconductor devices with multi-layered materials. The fabrication steps of these devices involves unintentional annealing processes during impurity diffusion and electric contact metal deposition. In quantum well and superlattice based devices, the intermixing of atoms at the interface during the thermal annealing can change the band structure potential profile, affecting the device properties and their performance.

The interdiffusion effects have been intensively investigated in different heterostructure systems. As for self-diffusion processes in bulk semiconductors, it has been demonstrated that the layer intermixing in heterostructures also depends on the native point defects generated at certain experimental conditions during the heat treatment. Several experimental works showed the enhancement of the interdiffusion process in the presence of point defects. In the work reported by Laidig et al. [12] it was shown that the impurities also strongly affect the interdiffusion process in heterostructure systems. The introduction of impurities and the subsequent creation of point defects in III-V semiconductors are well understood and they are used in several experiments in order to identify the interdiffusion mechanisms. They were also recently used for applications in optical devices [13–19].

The interdiffusion effects in Al$_x$Ga$_{1-x}$As/GaAs lattice matched heterostructures have been intensively investigated [20,21]. The thermal annealing in this system yields the interdiffusion at the interface smoothing the Al (or Ga) concentration profile at the interface and consequently changing the energy band potential profile. In lattice mismatched heterostructures, such as In$_x$Ga$_{1-x}$As/GaAs, Si/Ge, and others, the interdiffusion produces graded strain along the growth direction (corresponding to the alloy composition profile) and in some cases the strain is relieved by generating misfit dislocations. The strain relaxation occurs when the alloy layer thickness is close or larger than the critical thickness [22,23].

The interdiffusion coefficient ($D_\text{int}$) is a good parameter to characterize the degree of interdiffusion effect in semiconductor heterostructures. This parameter can be obtained from different experimental methods. The most common technique involves indirect optical measurements, such as photoluminescence [24–30], photoconductivity [31], transmission spectroscopy [29], photoreflectance [32] and Raman spectroscopy [33, 34]. The optical measurements provide important informations about the transition energies and the potential energy profile. Other methods such as secondary ion mass spectroscopy (SIMS) [35] and Auger-electron spectroscopy [36–38] were also employed to study the interdiffusion in semiconductor heterostructures. These techniques give direct measurements of the composition profile of a heterostructure.
In this chapter, thermal annealing effects in In$_x$Ga$_{1-x}$As/GaAs heterostructures are discussed taking into account interdiffusion and strain effects. In Section 2, a theoretical analysis related to the interdiffusion effect, the lattice stability and the calculation of the transition energies in layer intermixed quantum wells and superlattices is described. In section 3, we present the main experimental results and some theoretical models that were used to explain the interdiffusion mechanisms in In$_x$Ga$_{1-x}$As/GaAs systems. In Section 3, we also discuss the impurity induced disorder and strain effects on the interdiffusion processes. In Section 4, we present the application of interdiffusion effects in optoelectronic devices. Finally, our conclusions are given in Section 5.

2 THEORY

2.1 Band Structure

GaAs and In$_x$Ga$_{1-x}$As are direct gap materials. In$_x$Ga$_{1-x}$As ternary alloy can be seen as a mixture of GaAs and InAs binary semiconductors. A parabolic energy dispersion is a reasonable approximation for conduction and valence bands In$_x$Ga$_{1-x}$As/GaAs heterostructures. In the latter case, this is justified by the presence of the biaxial strain which diminishes the effects of the valence band mixing effects. The effects of the strain in the valence band will be discussed below. The ternary alloy energy gap as a function of In content for three different temperatures are:

\[ E_g^0 = 1.519 - 1.594x + 0.485x^2 \quad (2\,\text{K}) \quad [39] \]  
\[ E_g^0 = 1.508 - 1.470x + 0.375x^2 \quad (77\,\text{K}) \quad [40] \]  
\[ E_g^0 = 1.425 - 1.501x + 0.426x^2 \quad (300\,\text{K}) \quad [41] \]

These equations are used to analyze the results of optical measurements in interdiffusion studies. These experiments are usually performed at these temperatures. A detailed discussion concerning the compositional dependence of the $\Gamma$, $X$ and $L$ ternary alloy band energies can be found in Ref. [42]. All ternary alloy parameters, excepting the energy gaps, are obtained from a linear combination of the binaries GaAs and InAs materials. The parameter values of GaAs and InAs used in this chapter are given in Table 1.

2.2 Strain Dependent Band Structure

The lattice constant of bulk In$_x$Ga$_{1-x}$As, for $x > 0$, is larger than the GaAs one. The pseudomorphic In$_x$Ga$_{1-x}$As layer is grown on GaAs substrate
generating a built-in biaxial elastic strain in the $\text{In}_x\text{Ga}_{1-x}\text{As}$ layer when this layer thickness ($L$) is smaller than a critical layer thickness ($h_c$). The amount of strain varies from 0 (GaAs) to $\sim 7\%$ (InAs). If the ternary layer thickness exceeds $h_c$, plastic relaxation occurs with the generation of misfit dislocations at the interface [22,23]. The In content and the layer thickness must be well controlled to obtain pseudomorphic layers free of defects.

The critical thickness $h_c$ depends on the lattice mismatch between the ternary alloy and the GaAs layers. There are several data of $h_c$ data obtained experimentally using different methods [43–52]. Figure 1 shows the $h_c$ data for $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ heterostructures obtained by several authors. The open symbols correspond to the data for single heterostructure without a GaAs capping layer, and the solid ones correspond to quantum well and superlattice data. These data present a wide spread of the $h_c$ values. This discrepancy was pointed out by Fritz [53] and was attributed to differences in the sensitivity of experimental techniques used in the respective experiments.

Several theoretical models were proposed to determine the $h_c$ values [23,54,55]. The continuous curves shown in Figure 1 are calculated values for $h_c$ using different models: dashed and solid curves are the Matthews
and Blakeslee’s model [23] for single heterostructures and quantum wells, respectively. The dotted curve represents the People and Bean’s model [54] developed for single heterostructures. The correspondent equations for $h_c$ are written as:

$$h_{cM}^{MB} = \frac{b(1 - \nu \cos^2 \theta)}{c \pi f (1 + \nu) \cos \theta_1} \left( \ln \left( \frac{h_{cM}^{MB}}{b} \right) + 1 \right),$$  \hspace{1cm} (2.2.1a)

for Matthews and Blakeslee’s model [23], where, $c = 4$ is for quantum wells and $c = 8$ for single layer heterostructures. For People and Bean’s model [54]:

$$h_{cP}^{PB} = \frac{b(1 - \nu)}{32 \pi (1 + \nu) f^2} \left( \ln \left( \frac{h_{cP}^{PB}}{b} \right) \right),$$  \hspace{1cm} (2.2.1b)

where,

$$b = a(x)/2^{1/2}$$  \hspace{1cm} (2.2.2a)

$$f = (a(x) - a_0)/a_0$$  \hspace{1cm} (2.2.2b)

$$\nu = C_{12}/(C_{11} + C_{12})$$  \hspace{1cm} (2.2.2c)

$a(x)$ and $a_0$ are the lattice constants of the ternary alloy ($x$ is the In fraction) and GaAs, respectively. $b$ is the magnitude of the Burgers vector, $\nu$ is the Poisson ratio, $C_{ij}$ are the elastic constants, $\theta$ is the angle between the dislocation line and its Burgers vector, and $\theta_1$ is the angle between the slip direction and that direction in the film plane which is perpendicular to the line of intersection of the slip plane and the interface. The parameters $b$, $f$ and $C_{ij}$ of the ternary alloy depend on the In content. They can be obtained from linear interpolation of the data given in Table 1.

Since the In$_x$Ga$_{1-x}$As ternary alloy built-in strain in heterostructures is not relaxed the value of the strain in the alloy layer is the same of the lattice mismatch. As a result, the band structure can be calculated using the elastic properties of the material.

The elastic properties of cubic materials under stress are described by the matrix equation:

$$\begin{bmatrix} \varepsilon_{11} \\ \varepsilon_{22} \\ \varepsilon_{33} \\ \varepsilon_{12} \\ \varepsilon_{23} \\ \varepsilon_{31} \end{bmatrix} = \begin{bmatrix} S_{11} & S_{12} & S_{12} & 0 & 0 & 0 \\ S_{12} & S_{11} & S_{12} & 0 & 0 & 0 \\ S_{12} & S_{12} & S_{11} & 0 & 0 & 0 \\ 0 & 0 & 0 & S_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & S_{44} & 0 \\ 0 & 0 & 0 & 0 & 0 & S_{44} \end{bmatrix} \begin{bmatrix} \sigma_{11} \\ \sigma_{22} \\ \sigma_{33} \\ \sigma_{12} \\ \sigma_{23} \\ \sigma_{31} \end{bmatrix},$$ \hspace{1cm} (2.2.3)
TABLE 1
Parameters for bulk GaAs and InAs*

<table>
<thead>
<tr>
<th>Material</th>
<th>( a ) (Å)</th>
<th>( C_{11} \times 10^{11} ) (dyn/cm²)</th>
<th>( C_{12} \times 10^{11} ) (dyn/cm²)</th>
<th>( A ) (eV)</th>
<th>( B ) (eV)</th>
<th>( \Delta_0 ) (eV)</th>
<th>( m_e ) (m₀)</th>
<th>( m_h ) (m₀)</th>
<th>( m_{lh} ) (m₀)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>5.6533</td>
<td>12.11</td>
<td>5.48</td>
<td>-8.93( a )</td>
<td>-1.76( a )</td>
<td>0.341</td>
<td>0.067</td>
<td>0.45</td>
<td>0.087</td>
</tr>
<tr>
<td>InAs</td>
<td>6.0583</td>
<td>8.33</td>
<td>4.53</td>
<td>-6</td>
<td>-1.8</td>
<td>0.38</td>
<td>0.024</td>
<td>0.41</td>
<td>0.026</td>
</tr>
</tbody>
</table>


where \( \varepsilon_{ij} \) and \( \sigma_{ij} \) are the components of the strain and stress tensors, respectively. The index 1, 2, 3 refers to the crystallographic axis parallel to (100), (010), and (001), respectively. The \( S_{ij} \)'s are tensor elements of the elastic compliance constant, which are related to the elastic constants \( C_{ij} \) by the following equations:

\[
S_{11} = \frac{C_{11} + C_{12}}{(C_{11} - C_{12})(C_{11} + 2C_{12})} \quad (2.2.4a)
\]
\[
S_{12} = \frac{C_{12}}{(C_{11} - C_{12})(C_{11} + 2C_{12})} \quad (2.2.4b)
\]
\[
S_{44} = \frac{1}{C_{44}} \quad (2.2.4c)
\]

The systems grown along (001) direction produce a tetrahedral distortion where the biaxial stress components are \( \sigma_{11} = \sigma_{22} = \sigma \) and the other components are zero. In this case, the strain tensor components can be written as:

\[
\varepsilon_{11} = \varepsilon_{22} = (S_{11} + S_{12})\sigma = \varepsilon \quad (2.2.5a)
\]
\[
\varepsilon_{33} = 2S_{12}\sigma = -\alpha\varepsilon = \varepsilon_\perp \quad (2.2.5b)
\]

where

\[
\alpha = -\frac{2S_{12}}{(S_{11} + S_{12})} = \frac{2C_{12}}{C_{11}} \quad (2.2.5c)
\]

and other components of strain tensor are zero. The value of the parameter \( \alpha \) is \( \sim 1 \) in both GaAs and In\(_x\)Ga\(_{1-x}\)As materials (see Table 1). In this situation, \( \varepsilon_\perp \sim -\varepsilon \).
The biaxial strain configuration can be analyzed as a combination of a hydrostatic compression (or tension) minus an uniaxial tension (or compression) along the growth direction. The influence of the strain in the band structure, in the framework of the effective mass approximation, is given by Birus-Pikus Hamiltonian \[56\]. The evaluation of this Hamiltonian for the conduction band and the valence band at \( k = 0 \) gives the energy gap as a function of the biaxial strain \[56\]. The break of the degeneracy of the valence band at \( k = 0 \) yields two different energy gaps \[57\]:

(i) for the heavy hole band,

\[
E_{g}^{HH} = E_{g}^{o} + \delta E^{HH}
\]

where \( E_{g}^{o} \) is the energy gap of the unperturbed crystal and

\[
\delta E^{HH} = [A(2 - \alpha) + B(1 + \alpha)]\varepsilon
\]

and

(ii) for the light hole band,

\[
E_{g}^{LH} = E_{g}^{o} + \delta E^{LH}
\]

where,

\[
\delta E^{LH} = [A(2 - \alpha) - B(1 + \alpha)]\varepsilon + 2[B(1 + \alpha)\varepsilon]^{2}/\Delta_{o}
\]

and,

\[
\varepsilon = (a_{0} - a(x))/a(x).
\]

The parameters \( A \) and \( B \) are the hydrostatic and the shear deformation potentials, respectively, and \( \Delta_{o} \) is the spin-orbit splitting energy. The last term in Eq. 2.2.6d is much smaller than the first two terms, and it is usually neglected. The hydrostatic stress contribution (the first term of Eq. 2.2.6b and Eq. 2.2.6d) affects only the band gap energy. Other terms (the second term of Eq. 2.2.6b and the second and third terms of Eq. 2.2.6.d) contribute to the valence band and it is responsible to the degeneracy break at \( k = 0 \), which splits heavy- and light-hole bands. The direction of band shift depends on the sign of \( \varepsilon \), i.e., if it is a compressive (\( \varepsilon < 0 \)) or a tensile (\( \varepsilon > 0 \)) strain. Figure 2 shows schematically the energy dispersion in the parabolic band approximation for different \( \varepsilon \) values. For \( \varepsilon < 0 \), the band gap is related to the heavy hole band and it is larger than for unstrained crystal (\( \varepsilon = 0 \)). For \( \varepsilon > 0 \), the band gap is smaller and is related to the light hole band. For a pseudomorphic In\textsubscript{x}Ga\textsubscript{1−x}As layer grown on GaAs substrate, \( \varepsilon < 0 \), the In\textsubscript{x}Ga\textsubscript{1−x}As layer is compressed and the energy gap is larger than the unperturbed layer one.
2.3 In/Ga Interdiffusion Effect

To study the interdiffusion effects in heterostructures we use the Fick’s model. The evolution of the In (or Ga) composition profile at the interface with the thermal annealing time \( t \) is evaluated by solving the Fick’s second law of diffusion, calculated along the growth direction (\( z \)-axis) [58]:

\[
\frac{\partial}{\partial t}x(z, t) = D_i \frac{\partial^2}{\partial z^2}x(z, t)
\]  

(2.3.1)

where, \( D_i \) is the interdiffusion coefficient and \( x(z, t) \) is the In content at the \( z \) position relative to the center of the quantum well along the growth direction. The interdiffusion coefficient depends only on the annealing temperature. Before annealing the In content profile in the \( \text{In}_x\text{Ga}_{1-x}\text{As/GaAs} \) quantum well is considered to have a square-type shape: the GaAs barrier layers \( x(|z| > L, t = 0) = 0 \) and the ternary \( \text{In}_x\text{Ga}_{1-x}\text{As} \) alloy layer with thickness \( Lx(|z| < L, t = 0) = x_0 \), where \( x_0 \) is the initial (as-grown) alloy In composition. The function \( x(z, t = 0) \) is shown in Figure 3a. The solution of this type of equation can be obtained by using the method of the Laplace transformation [58]. Using the boundary condition given above and the continuity of \( x(z, t) \) and \( \lim_{x \to \pm \infty} x(z, t) = 0 \) we obtain [57–59]

\[
x(z, t) = \frac{x_0}{2} [\text{erf}(\xi_+) - \text{erf}(\xi_-)],
\]  

(2.3.2a)
Fig. 3. Calculated In content and potential energy profiles along the growth direction-z before (solid line) and after (dotted line) thermal annealing: a) In content profile for single quantum well and b) for a superlattice. c) Potential energy profiles for a single quantum well and d) for a superlattice.
where,
\[
\xi_\pm = \frac{|z| \pm \frac{t}{2}}{\sqrt{4Di t}}
\]  
(2.3.2b)
and erf(y) is the error function given by:
\[
erf(y) = \frac{2}{\sqrt{\pi}} \int_0^y \exp(-\eta^2) d\eta
\]  
(2.3.3)

Figure 3a shows a typical function \(x(z,t)\) before and after annealing at a given value of \(D_i\). The square like shape of the In content profile is smoothed after annealing. The strength of the layer intermixing can be estimated from the diffusion length, which is defined as \(L_D = (D_it)^{1/2}\).

The interdiffusion coefficient \(D_i\) in In\(_x\)Ga\(_{1-x}\)As/GaAs systems exhibits an exponential behavior with the inverse of the annealing temperature \((T)\), i.e., an Arrenhius type equation [60]:
\[
D_i(T) = D_o \exp \left[ -\frac{E_a}{k_B T} \right],
\]  
(2.3.4)
where \(E_a\) is the activation energy, \(D_o\) is the pre-exponential factor and \(k_B\) is the Boltzmann constant.

We can extend the same analysis presented above to the study of the interdiffusion in superlattices. The periodicity of the alternated layers \(A\) and \(B\), for example GaAs and In\(_x\)Ga\(_{1-x}\)As respectively, must be included in the calculation. In this case, \(x(z,t)\) is a periodic function and has a period of \(d_T = d_A + d_B\), where \(d_A\) and \(d_B\) are the thickness of the layers \(A\) and \(B\), respectively, before thermal annealing. The initial condition, considering abrupt interfaces, is \(x(d_T/2 > |z| > d_B/2, t = 0) = 0\) and \(x(|z| < d_B/2, t = 0) = x_0\). The boundary condition in this case is \(x(z, t) = x(z + nd_T, t)\), where \(n\) is an integer. To calculate the solution of Eq. 2.3.1 in a periodic system we can use the method of separation of variables. The solution is given by [27,29,57]:
\[
x(z, t) = \frac{x_0 d_B}{d_T} + \sum_{m=1}^{\infty} \frac{2x_0}{\pi m} \sin \left( \frac{k_m d_B}{2} \right) \cos(k_m z) \exp[-(k_m L_D)^2]
\]  
(2.3.5a)
where,
\[
k_m = \frac{2\pi m}{d_T}.
\]  
(2.3.5b)

The convergence of the second term in the Eq. 2.3.5a is obtained for a maximum \(m\) around 10 [29,57]. Figure 3b shows the \(x(z, t)\) for superlattices before and after annealing.
The In composition profiles described by Eq. 2.3.2 and Eq. 2.3.5 exhibit good agreement with experimental data for symmetric quantum wells and superlattices. There are other methods to calculate the composition profile such as the Green function model proposed by Homewood and Dunstan [61]. This model is more general and can be used in any distribution of alloy composition profile.

2.4 Transition Energy

The as-grown abrupt $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ interface is smoothed after thermal annealing due to the interdiffusion of In and Ga atoms, as discussed above. The energy gap profile can be obtained by replacing the In concentration profile (given by the Eq. 2.3.2 for quantum wells and Eq. 2.3.5 for superlattices) into the equation of the composition dependent band gap energy evaluated in the Section 2.2 which includes the strain effect. An important parameter to be evaluated in the transition energy calculation is the band offset between GaAs and $\text{In}_x\text{Ga}_{1-x}\text{As}$ junctions. The band offset gives the discontinuity between the conduction and valence bands. This discontinuity determines the electron and hole confinement energies. The conduction band offset ($Q_c$) is defined as $Q_c = \Delta E_c / \Delta E_g$, where $\Delta E_c$ and $\Delta E_g$ are the conduction band and the band gap energy discontinuities between the GaAs and the $\text{In}_x\text{Ga}_{1-x}\text{As}$ layers, respectively. The values of $Q_c$ were measured from optical experiments and are in the range of ~0.4 to ~0.8 [62-69]. The reported values are summarized in Figure 4. The parameter $Q_c$ apparently varies smoothly with the In content. The dotted line shown in Figure 4 is a guide for the eyes in order to show the average behavior of experimental data, as suggested by Joyce et al. [67].

Some works determine $Q_c$ using the fact that the band offset of the light hole band form either a type-I or a type-II interface [62-69]. The optical spectra related to each interface type give rise to distinct features. For the type-II interface, the light hole is localized in the GaAs layer, resulting in a decrease of the transition oscillator strength (indirect transition) compared to the type-I interface (direct transition). However, the $Q_c$ values shown in Figure 4 yield small light hole confinement energy either in GaAs or $\text{In}_x\text{Ga}_{1-x}\text{As}$ layer, making the determination of $Q_c$ values very imprecise. Moreover, the position of the light hole band depends strongly on the material parameter values, such as the deformation potentials and elastic constants. These parameter values are poorly known mainly for the InAs material, making the precise determination of $Q_c$ even more difficult.

For a given $Q_c$ value we can determine the potential energy profile of a quantum well or a superlattice for each value of $D_i$. The fitting parameter $D_i$, at a given annealing temperature and annealing time, is found from a direct comparison between calculated and experimental transition energies.
Fig. 4. Conduction band offset for In$_x$Ga$_{1-x}$As/GaAs junctions as a function of the In content according to several authors.

The transition energies are calculated using a $z$-dependent effective mass Schrödinger equation given by [70,71]:

$$\left\{ -\frac{\hbar^2}{2}\frac{d}{dz}\left(\frac{1}{m^*_\alpha(z)}\frac{d}{dz}\right) + V_\alpha(z) \right\} \phi_{\alpha j}(z) = \lambda_{\alpha j} \phi_{\alpha j}(z) \quad (2.4.1)$$

where, $\alpha$ is the index for the electron ($e$) or heavy hole ($h$), $m^*_\alpha(z)$ is the effective mass obtained by the linear interpolation between GaAs and InAs data. $\lambda_{\alpha j}$ and $\Phi_{\alpha j}(z)$ are the energy and the envelope function at the subband $j$, respectively. The potential energies for electrons and holes are given by

$$V_e(z) = Q_c [E_g(z) - E_g(z = 0)] \quad (2.4.2a)$$

$$V_h(z) = (1 - Q_c) [E_g(z) - E_g(z = 0)] \quad (2.4.2b)$$

where, $E_g(z)$ is the energy gap, which depends on the In content profile (given by Eq. 2.1.1 and Eq. 2.2.6). The In content as a function of $z$ is given by Eq. 2.3.2. The solution of the Eq. 2.4.1 is calculated numerically with wave function $\Phi_{\alpha j}(z) = 0$ when $z \rightarrow \pm\infty$ as boundary conditions.
Usually the In content in ternary alloys is smaller than $\sim 25\%$. For higher In contents the layer thickness is limited by the critical thickness, due to the strain relaxation effects. For small values of In composition the change of the effective mass is small. In this range, the effective mass variation between the GaAs and the ternary alloy with 25\% of In content is 15\% for electron and 2\% for heavy hole. Since the effective masses of the alloy do not change significantly with In content an average effective mass, instead of $m^*(z)$, can be used. In this case, Eq. 2.4.1 can be simplified as [71]:

$$\left\{-\frac{\hbar^2}{2} \frac{1}{\mu^*_a} \frac{d^2}{dz^2} + V_\alpha(z)\right\} \phi_{\alpha j}(z) = \lambda_{\alpha j} \phi_{\alpha j}(z) \quad (2.4.4)$$

where,

$$\frac{1}{\mu^*_a} = \int |\phi_{\alpha j}(z)|^2 \frac{1}{m^*_a(z)} dz \quad (2.4.4b)$$

This approximation has been successfully applied to the layer intermixing in quantum wells [29,57,59]. The solution of the Eq. 2.4.4 is obtained numerically.

The Eq. 2.4.4 can also be applied to calculate the transition energies of periodic systems such as superlattices. The boundary condition is the periodicity of the envelope wavefunction, $\Phi_{\alpha j}(z) = \Phi_{\alpha j}(z + d_T)$. The solution of Eq. 2.4.4 in superlattices can be obtained by assuming the wavefunctions of the Eq. 2.4.4 for electrons or holes, at the Brillouin zone center along the growth direction $z$, as combination of sine or cosine functions:

$$\varphi_{\text{even}}(z) = \sum_{n=0} b_n \cos \left( \frac{2\pi n}{d_T} z \right) \quad (2.4.5a)$$

$$\varphi_{\text{odd}}(z) = \sum_{m=0} c_m \sin \left( \frac{2\pi m}{d_T} z \right) \quad (2.4.5b)$$

where $\varphi_{\text{even}}$ and $\varphi_{\text{odd}}$ are the wavefunctions for even ($j = 0, 2, 3, \ldots$) and odd states ($j = 1, 3, 5, \ldots$), respectively. Substituting equations (2.4.5) into (2.4.4) the following secular equation can be obtained:

(i) for even states:

$$\begin{bmatrix} J_{00}/2 & J_{01}/2 & J_{02}/2 & \cdots \\ J_{10} & R_1 + J_{11} & J_{12} & \cdots \\ J_{20} & J_{21} & R_2 + J_{22} & \cdots \\ \cdots & \cdots & \cdots & \cdots \end{bmatrix} \begin{bmatrix} b_0 \\ b_1 \\ b_2 \\ \cdots \end{bmatrix} = \lambda \begin{bmatrix} b_0 \\ b_1 \\ b_2 \\ \cdots \end{bmatrix} \quad (2.4.6a)$$

and ii) for odd states:

$$\begin{bmatrix} J'_{00}/2 & J'_{01}/2 & J'_{02}/2 & \cdots \\ J'_{10} & R_1 + J'_{11} & J'_{12} & \cdots \\ J'_{20} & J'_{21} & R_2 + J'_{22} & \cdots \\ \cdots & \cdots & \cdots & \cdots \end{bmatrix} \begin{bmatrix} c_0 \\ c_1 \\ c_2 \\ \cdots \end{bmatrix} = \lambda \begin{bmatrix} c_0 \\ c_1 \\ c_2 \\ \cdots \end{bmatrix} \quad (2.4.6b)$$
where,

\[
J_{mn} = \frac{2}{dT} \int_{-d_T/2}^{d_T/2} \cos \left( \frac{2\pi m}{d_T} z \right) V_\alpha(z) \cos \left( \frac{2\pi n}{d_T} z \right) dz 
\]

(2.4.6c)

\[
J'_{mn} = \frac{2}{dT} \int_{-d_T/2}^{d_T/2} \sin \left( \frac{2\pi m}{d_T} z \right) V_\alpha(z) \sin \left( \frac{2\pi n}{d_T} z \right) dz 
\]

(2.4.6d)

and

\[
R_n = \frac{\hbar^2}{2m^*} \left( \frac{2\pi n}{d_T} \right)^2 
\]

(2.4.6e)

The solution of equations 2.4.6 is obtained numerically. The potential energy \( V(z) \) in \( J_{mn} \) and \( J'_{mn} \) is also given by Eq. 2.4.2. The periodic function \( V(z) \) is derived from Eq. 2.3.5 for \( x(z,t) \). A fast convergence of the solution can be easily obtained for a matrix dimension equal 10 [29,57].

3 THERMALLY INDUCED EFFECTS

3.1 In/Ga Interdiffusion in Undoped Systems

The interdiffusion in In\(_x\)Ga\(_{1-x}\)As/GaAs heterostructures occurs between the group III atoms, In and Ga. The interdiffusion process in this system is very similar to that observed in Al\(_y\)Ga\(_{1-y}\)As/GaAs. Most of the analysis used in Al\(_y\)Ga\(_{1-y}\)As/GaAs systems can then be applied to In\(_x\)Ga\(_{1-x}\)As/GaAs ones.

The degree of layer intermixing is described by the interdiffusion coefficient \( D_i \) and the activation energy \( E_a \). Figure 5 shows the In/Ga interdiffusion coefficient in In\(_x\)Ga\(_{1-x}\)As/GaAs heterostructures as a function of the inverse of the annealing temperature obtained by several authors using different experimental techniques [30,59,72,73–79]. A large spread of \( D_i \) values is clearly observed in this figure varying by almost two orders of magnitude at certain temperatures. Two distinct sets of data can be clearly seen in Figure 5 with an order of magnitude of difference between them. A great variation of activation energy ranging from \( \sim 1.5 \) eV to \( \sim 9 \) eV was obtained in these works. The main differences observed for \( D_i \) and \( E_a \) were attributed to the different experimental methods used for the annealing process. However, the understanding of the main mechanisms underlying the interdiffusion process remain unclear. Here, we present some possible mechanisms that may contribute to the interdiffusion process and the influence of the experimental environment conditions on the interdiffusion process.
The interdiffusion process in heterostructures have exhibited a similar behavior to the self-diffusion of the host atom in bulk semiconductor materials. The self-diffusion can be described by the mechanism involving intrinsic defects such as vacancies, interstitials and anti-structures, or combinations of them [60]. The connection between intermixing and self-diffusion was discussed by Tan and Gösele [80] based on experimental results obtained for lattice matched Al$_x$Ga$_{1-x}$As/GaAs systems. Despite the similarity in several experimental results between self-diffusion in GaAs and interdiffusion in Al$_x$Ga$_{1-x}$As/GaAs and In$_x$Ga$_{1-x}$As/GaAs this connection is not fully understood.

The studies involving interdiffusion in In$_x$Ga$_{1-x}$As/GaAs systems reveal a strong influence of native defects such as vacancies and interstitials. The diffusion of these defects into the heterostructures strongly enhances the layer intermixing. The stoichiometric equilibrium of a III-V crystal at a given annealing temperature and atmosphere are responsible for the creation of native point defects. The concentration control of these defects depends on the experimental condition, as is described below.

A well known experimental condition to induce generation of native point defects in GaAs is the use of As or Ga atmosphere with different vapor pressure. At an As rich atmosphere conditions the most likely point defects
created close to the surface are: As interstitial ($I_{As}$), Ga vacancy ($V_{Ga}$) and As anti-site ($As_{Ga}$). At a Ga rich atmosphere the point defects are: Ga interstitial ($I_{Ga}$), As vacancy ($V_{As}$) and Ga anti-site ($Ga_{As}$). Several works involving self-diffusion and interdiffusion studies have been carried out in As and Ga atmospheres with different vapor pressures in order to study their influence on the diffusion process.

Guido et al. [25] and Furuya et al. [81] have independently shown that in $Al_yGa_{1-y}As/GaAs$ systems the interdiffusion coefficient varies with an arsenic vapor pressure. Figure 6 shows the Al/Ga interdiffusion coefficient as a function of As vapor pressure. They observed that the interdiffusion coefficient presents a minimum. At a low As vapor pressure, below the minimum of the curve in Figure 6, the diffusion of Ga interstitials from the surface is responsible for the increase of the interdiffusion coefficient. The interdiffusion mechanism involving Ga (Al) interstitials is the main layer intermixing process when compared to the mechanism involving other point defects created in that condition. At high pressures, the diffusion of Ga vacancies from the surface is dominant due to the As rich atmosphere condition which favors the creation of Ga vacancies. In this case, the main intermixing mechanism involves the Ga (Al) vacancies. These experiments show the competition between contributions of group III vacancies and
interstitials to the interdiffusion coefficient. The minimum observed in interdiffusion coefficient as a function of As vapor pressure shown in Figure 6 can be explained by these mechanisms. The variation of the interdiffusion coefficient with the As vapor pressure suggests that the group III point defects, such as vacancies and interstitials, are candidates for the layer intermixing in $\text{Al}_y\text{Ga}_{1-y}\text{As}/\text{GaAs}$ systems. Other studies reveal the contribution of group III vacancies and interstitials to the Al/Ga interdiffusion process. Recently, Tan et al. [82] showed that the native point defect contribution to the Ga self-diffusion in GaAs is due to $V^2_\text{Ga}$ and $I^2_\text{Ga}$. They compared the self-diffusion data with Al/Ga interdiffusion ones and concluded that both processes are nearly identical. Therefore, the Al/Ga interdiffusion mechanism also occurs via these native point defects. For further detail discussion on this subject see the review works of Deppe and Holonyak [20] and Harrison [21].

In the case of the interdiffusion in $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ systems the native point defects demonstrated to be an important element involved in intermixing mechanisms. Hsieh et al. [72] reported the effects of the As and Ga vapor overpressure on the interdiffusion in $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ systems. These authors used $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ single quantum wells with and without $\text{Al}_y\text{Ga}_{1-y}\text{As}$ cladding layer. They observed strong intermixing enhancement under As vapor overpressure for both types of samples and a slight variation under Ga overpressure condition. These results are shown in Figure 7. The enhancement of intermixing is attributed to the Ga vacancies diffused into the quantum well. The Ga vacancies were created at the surface and also via dislocations produced by the relaxation of the strain at a high As vapor pressure condition. The influence of the dislocations created during the strain relaxation is reported by Major et al. [19]. The interdiffusion coefficient for the sample with an $\text{Al}_y\text{Ga}_{1-y}\text{As}$ cladding layer presents larger values compared to those data measured in the sample grown without it, as it is clearly shown in Figure 7. This effect was attributed to the Al diffusion into the $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ interface or the movement of point defects due to the $\text{Al}_y\text{Ga}_{1-y}\text{As}$ layer.

Hsieh et al. also studied the influence of dislocations generated due to the strain relaxation in the interdiffusion process for $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ systems with different In content [72, 83]. Two atmosphere conditions (As and Ga vapor overpressure) were used in order to induce or inhibit the creation of point defects. The In/Ga interdiffusion coefficients with different In content and As and Ga atmosphere conditions are shown in Figure 8. For an As overpressure condition the values of interdiffusion coefficients are larger than those obtained under Ga overpressure condition. The dependence of the interdiffusion coefficient with In content presents an opposite behavior for both atmosphere species. At an As overpressure the main mechanisms responsible for the increase of the layer intermixing with the In content
Fig. 7. Influence of As and Ga overpressure to the In/Ga interdiffusion coefficient obtained for pseudomorphic In$_{0.15}$Ga$_{0.85}$As/GaAs (open symbols) and In$_{0.15}$Ga$_{0.85}$As/GaAs/Al$_{0.35}$Ga$_{0.65}$As (solid symbols) quantum wells. After Hsieh et al. [72].

Fig. 8. Dependence of the In/Ga interdiffusion coefficient with In content for a pseudomorphic In$_x$Ga$_{1-x}$As/GaAs quantum well. The solid symbols are data measured under an As overpressure condition and the open symbols under a Ga overpressure condition [72, 83].
are the presence of Ga vacancies generated close to the surface and the
dislocation created due to the strain relaxation for higher In contents. At
a Ga overpressure condition the interdiffusion coefficient decreases with the
increase of In content. This result can not be explained by the mechanism used
above to interpret the As overpressure data. In this case another mechanism
may be involved in intermixing for a Ga overpressure condition.

Usually In$_x$Ga$_{1-x}$As/GaAs heterostructures is capped with a GaAs layer.
The GaAs surface at annealing conditions is unstable and it must be protected
by a dielectric layer (silicon nitride or silicon oxide) or performed at an As
atmosphere in order to avoid the degradation of the surface by As atom
evaporation. The influence of the dielectric layer on the interdiffusion is well
known and is discussed by Choi in chapter 1 of this book. We limit our
discussion here to its application to In$_x$Ga$_{1-x}$As/GaAs systems.

The SiO$_2$ dielectric protection layer used to cover the samples during the
thermal annealing process has been also used as a tool to induce the generation
of Ga vacancies in the GaAs capped heterostructures. The SiO$_2$ deposited
on GaAs has the capability to absorb the Ga atoms during the thermal
annealing. That is a consequence of the higher Ga diffusion in SiO$_2$ [84].
This results in the generation of Ga vacancies at the GaAs/SiO$_2$ interface.
The Si diffusion into GaAs layer is less efficient than the Ga diffusion
into SiO$_2$ [85,86]. The dielectric Si$_3$N$_4$ is also used as a sample protector
during the heat treatment process. The Si$_3$N$_4$ material is less efficient to
create Ga vacancies when compared to SiO$_2$ one [85,87]. However, the
former is normally used in several heterostructures to avoid the interdiffusion
enhancement. Deppe et al. [86] reported the application of the SiO$_2$ cap layer
in the Al/Ga interdiffusion study of a GaAs/Al$_x$Ga$_{1-y}$As heterostructure.
They showed that the intermixing is strongly enhanced during the annealing
process when SiO$_2$ is used as the cap layer. They did not observe a significant
variation in the interdiffusion coefficient when Si$_3$N$_4$ layer was used. Several
works [17–19,25,31,33,79,88–91] showed the influence of the dielectric
capping layer on the interdiffusion of GaAs based heterostructures. In
In$_x$Ga$_{1-x}$As/GaAs systems [19,79,89], the SiO$_2$ capping layer also enhances
the layer intermixing. Figure 9 shows the In/Ga interdiffusion coefficient for
In$_{0.35}$Ga$_{0.65}$As/GaAs quantum wells using SiO$_2$ and GaAs capping layer
obtained by Börkner et al. [79]. Using SiO$_2$ capping layer the interdiffusion
coefficient values are almost an order of magnitude bigger compared to those
using GaAs one. Samples with GaAs capping layer and different number of
wells (4 and 9) exhibited essentially the same interdiffusion coefficient values
(see Figure 9). The difference observed in the interdiffusion coefficient values
for samples with SiO$_2$ and GaAs cap layers is attributed to the diffusion of
the Ga vacancies created at the GaAs/SiO$_2$ interface. The presence of the Ga
vacancies in the vicinity of the In$_x$Ga$_{1-x}$As/GaAs interfaces may contribute
to a faster layer intermixing. This result shows the strong influence of the
Another indication of the influence of Ga vacancies on the interdiffusion process involves the use of a capping or buffer layer grown at low temperature GaAs (LT-GaAs) [78,83,92–96]. The GaAs related material grown at low temperatures, below the usual growth temperature (~550°C), exhibits high resistivity properties. The high resistivity of LT-GaAs layers is obtained after heat treatment and it is attributed to the deep levels, due to the native point defects generated during the growth and after annealing [97, 98]. They obtained concentrations of defects as high as $10^{19}$ cm$^{-3}$ for growth temperature of 200°C [98–101]. The LT-GaAs layer is usually grown under arsenic rich condition. The As rich atmosphere favors the formation of As antisite, As interstitial and Ga vacancy. The use of LT-GaAs in heterostructures is believed to be an efficient source of Ga vacancies during the thermal annealing process. The layer intermixing enhancement in $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ [78] and $\text{Al}_x\text{Ga}_{1-y}\text{As}/\text{GaAs}$ [83, 92–94] heterostructures was observed in the presence of a LT-GaAs layer. Figure 10 shows the interdiffusion coefficient obtained by Tsang et al. [78] for $\text{In}_{0.2}\text{Ga}_{0.8}\text{As}/\text{GaAs}$ quantum wells with and without a LT-GaAs capping layer. The interdiffusion coefficient for samples with a LT-GaAs layer increases by almost two orders
of magnitude. This enhancement is attributed to the diffusion of Ga vacancies from LT-GaAs into the quantum wells. These results is another indication that group III vacancies play an important role in the interdiffusion mechanism in $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ heterostructures.

### 3.2 Impurity Induced Interdiffusion

Laidig et al. [12] reported the strong enhancement of layer intermixing in Zn diffused $\text{Al}_y\text{Ga}_{1-y}\text{As}/\text{GaAs}$ quantum wells. Several other works also dedicated to the study of interdiffusion effects using different impurity species. An extensive discussion concerning impurity induced interdiffusion in III-V heterostructure systems was carried out by Deppe and Holonyak [20] and Harrison [21].

A theoretical model to explain the impurity induced disorder is based on the Fermi level position in the material band gap [102]. As discussed above, the interdiffusion mechanism in $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ heterostructures involves native point defects of the group III. The density of native defect charge states depends on the Fermi energy of the crystal. The position of the Fermi level is related to the density of donor or acceptor impurities. There is a direct correlation between defect charge state concentration and the impurity concentration. Recently, Tan and Gosele [80] proposed that
the interdiffusion in Al$_x$Ga$_{1-x}$As/GaAs heterostructures is due to the group III vacancies in n-type doped systems and group III interstitials in p-type doped ones. The authors also suggested that the triply negatively charged group III vacancies and the positively charged group III interstitials are the key elements contributing to the layer intermixing enhancement. The interpretation proposed by Tan and Gösele [80] is consistent with calculations of the absolute formation energy developed by Zhang and Northrup [103] for Ga self-diffusion in GaAs bulk layer. Zhang and Northrup showed that the Ga self-diffusion via $V_{Ga}^{3-}$ is energetically favorable for n-type structure and via $I_{Ga}^{3+}$ for p-type ones. The authors suggested that this model can also be applied to the interdiffusion in Al$_x$Ga$_{1-x}$As/GaAs heterostructures.

In In$_x$Ga$_{1-x}$As/GaAs systems, Laidig et al. [36] studied the Zn impurity induced interdiffusion process in In$_x$Ga$_{1-x}$As/GaAs superlattices. The layer intermixing observed in Zn diffused samples was faster than without Zn diffusion. The Zn atoms in GaAs can act either as an acceptor impurity substituting group III (Zn$_{Ga}$) or as a donorlike interstitials (Zn$_i$). The Zn diffusion mechanism in GaAs involves an interstitial-substitutional process [60, 104, 105]. Gösele and Morehead [106] proposed that the interstitial Zn moving into a group III lattice site creates group III interstitial through a "kick-out" mechanism described by the following reaction:

$$Zn_i^{++} \rightleftharpoons Zn_{III}^- + I_{III}^+ + 2h^+$$

where Zn$_i^{++}$, Zn$_{III}^-$, and I$_{III}^+$ represent the charge state of the Zn interstitial, the Zn substitutional and the group III interstitial, respectively, and "h" represents the free hole. In p-type GaAs material the group III interstitials are positively charged. A high concentration of the group III interstitials can be found in the region where Zn diffusion occurs due to the "kick out" mechanisms. This explains the high disorder observed in In$_x$Ga$_{1-x}$As/GaAs superlattice with Zn diffusion [36,107]. The layer intermixing enhancement is dominated by the mechanism via group III interstitial as suggested by Tan and Gösele [80] and Zhang and Northrup [103] for p-type Al$_x$Ga$_{1-x}$As/GaAs systems.

Hsieh et al. [72] also studied Zn induced interdiffusion in In$_{0.15}$Ga$_{0.85}$As/GaAs quantum wells under different annealing conditions. The samples were exposed to a ZnAs$_2$ overpressure environment with and without Ga or As vapor overpressure. At heat treatments under a ZnAs$_2$ overpressure they observed partial intermixing of the quantum wells. The addition of Ga overpressure enhances the layer intermixing. When the Ga vapor overpressure was substituted by the As vapor overpressure the structure presented a more stable behavior during the heat treatment. They explained these results based on the dependence of the interdiffusion process on the Zn interstitial concentration. The latter can be controlled by changing the
As or Ga overpressure conditions. At an As overpressure condition the Ga vacancy concentration increases. In this situation most of interstitial Zn occupy the Ga vacancies becoming Zn substitutional. For small interstitial Zn concentration the creation of group III interstitial, via “kick-out” mechanism discussed above, decreases. As a result, the interdiffusion process becomes less efficient. At a Ga overpressure condition an opposite behavior was observed. The Ga vacancy concentration is small and the interstitial Zn concentration is kept unchanged. In this case, the Zn diffusion occurs at a faster ratio resulting in a faster layer intermixing induced by the presence of group III interstitials.

Gillin et al. [75,108,109] reported the layer intermixing induced by Si and Be atoms in In$_x$Ga$_{1-x}$As/GaAs systems and also by Si atoms in Al$_y$Ga$_{1-y}$As/GaAs systems. The impurities were introduced in the samples during the growth process. The results are shown in Figure 11. They did not observe any significant layer intermixing enhancement in $n$-type samples for Si concentration lower than $10^{18}$ cm$^{-3}$ (for both systems, In$_x$Ga$_{1-x}$As/GaAs and Al$_y$Ga$_{1-y}$As/GaAs) and also in p-type samples for Be concentration lower than $10^{19}$ cm$^{-3}$ (for In$_x$Ga$_{1-x}$As/GaAs) [75]. The interdiffusion coefficient variation with the impurity concentration obtained is considerably smaller than those observed by Mey et al. [110] in AlAs/GaAs superlattices. The interdiffusion coefficient estimated from the results obtained by Mey et al. [110] is expected to vary by almost two orders of magnitude for the same range of the Si concentration. However, Gillin et al. observed only a factor ~2 for Si concentration $10^{18}$ cm$^{-3}$ (see Figure 11). Gillin et al. calculated the Fermi energy in Al$_{0.2}$Ga$_{0.8}$As system and showed that the Fermi level for $N_{Si} = 10^{18}$ cm$^{-3}$ is considerably above the expected intrinsic Fermi level ($10^{16}$ cm$^{-3}$) at 1000°C. In this case, an enhancement of the interdiffusion process is expected to happen based on the model proposed by Tan and Gösele [80]. Gillin et al. [75] suggested that some additional effect may drive the interdiffusion process instead the Fermi level effect.

Other works involving impurity induced disorder in In$_x$Ga$_{1-x}$As/GaAs are performed with ion implantation techniques. The ion implantation is widely used in device applications due to its high impurity penetration control. The damage created during the implantation [111–114] is recovered after annealing and the implanted impurities become active in the crystal resulting in a $n$- or $p$-type doped region, depending on the impurity species. Myers et al. [111–113] studied the implantation damage in In$_x$Ga$_{1-x}$As/GaAs superlattices using different ion species: Si, Zn, N, and Ar. They observed that the implanted ions induce a stress in the crystal. The in-plane compressive stress at the saturation condition results in an average stress value of $5 \times 10^9$ dyn/cm$^2$ for Si, Zn, and N ions [111]. This value is about 4 times smaller than that compared to the lattice mismatch stress of 1.4% for a 20% of In content superlattices.
Bradley et al. [77] reported results of the interdiffusion studies in In$_{x}$Ga$_{1-x}$As/GaAs implanted with As, Ga and Kr. The interdiffusion coefficients obtained in this study are shown in Figure 12. They observed that the implantation with Ga ions did not affect the layer intermixing when compared to an unimplanted sample. For As and Kr ion implanted samples a slight enhancement of the interdiffusion coefficients was observed (see Figure 12). They also observed that all the three ions affect the interdiffusion process at the initial stage ($t = 0$), i.e., the interdiffusion length is not zero at $t = 0$. This is attributed to implantation annealing effects. The results obtained for the As implanted sample can be described by three different stages: i) for $t = 0$ initial state, as discussed above, ii) an enhanced intermixing region and iii) a steady-state regimen. The second stage was attributed to the lattice accommodation due to the motion of As atoms into to group V lattice sites, giving rise to group III vacancies. The excess of group III vacancies is the main responsible for the disorder enhancement. In the steady-state region, the interdiffusion coefficients exhibited the same values as those obtained in Kr implanted samples. The activation energy obtained for all the three ions was the same: $E_a = 3.7$ eV.
3.3 Strain Effects on the Layer Interdiffusion and the Lattice Relaxation

Several works were devoted to the study of the layer intermixing induced by the misfit strain in strained layer heterostructures such as, $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{InP}$ [26,115,116], $\text{SiGe}/\text{Si}$ [117–120], and $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ [116,121,122]. Recently, Cowern et al. [120] proposed an exponential dependence of the interdiffusion coefficient on the misfit strain to explain the layer intermixing in strained layer SiGe/Si systems. This study was based on the linear dependence of the native point defect (self-interstitial and vacancy) formation energy in Si with the strain. This leads to a linear dependence of Si diffusion activation energy with the strain. In this case, the diffusion coefficient will have an exponential dependence on the strain (or on the alloy composition). The Ge compositional profiles obtained by SIMS [120] agree quantitatively with the proposed model. The authors demonstrated that the composition profile calculated by the new model exhibited a better agreement with the experimental data when compared to Fick’s model.

Recently, Ryu et al. [122] extended Cowern et al.’s model to the $\text{In}_x\text{Ga}_{1-x}\text{As}/\text{GaAs}$ systems and compared with the experimental data measured from low temperature photoluminescence. They observe a good agreement between their model and the experimental data and they also
demonstrate that Fick's model can not be confidently applied to this case. Ryu et al. [122] also applied their calculation to the previous data reported by Gillin et al. [74]. In this case, this calculation also give a good agreement. Gillin et al. [74] observed that their experimental results follows two stages: the first occurs at the annealing time $t = 0$ (similar to that observed in implanted samples [77]) and the second stage occurs at a steady-state regimen. The first stage is a fast diffusion due to the presence of defects introduced during the growth and the second one is the usual steady-state diffusion which obeys Fick's law. In this case, the interdiffusion length can be written as: $L_D^2 = 4Dt + (L_D^2)_0$, where $(L_D^2)_0$ is the initial interdiffusion ($t = 0$) and $D$ is the interdiffusion coefficient at the steady-state. In a recent work, Gillin and Dunstan [121] showed that the strain does not significantly contribute to the interdiffusion process in In$_x$Ga$_{1-x}$As/GaAs systems, that is due to the strain energy per atom is about three orders of magnitude lower than the diffusion activation energy.

The different interpretations of the interdiffusion process in strained layer systems show that it still is a topic that must be systematically studied. However, the contributions of these works are important to future investigations.

4 APPLICATION

The advance of the interdiffusion studies in semiconductor heterostructures resulted in an improvement on the performance of optical and electronic devices. The degree of layer intermixing in heterostructures can be controlled using an appropriate environment condition to produce a faster or stable layer intermixing. The interdiffusion control can be done using different methods: i) the environment atmosphere and its vapor pressure; ii) capping layer with a dielectric material; and iii) impurity by diffusion or ion implantation. Each of these methods and its effects were discussed in Section 3. The main applications involving the interdiffusion process were successfully obtained in optical devices such as quantum well lasers, waveguides and optical modulators. We present here some remarkable technological applications based on interdiffusion effects in In$_x$Ga$_{1-x}$As/GaAs systems.

Few works have been dedicated to the technological applications of the interdiffusion effect in In$_x$Ga$_{1-x}$As/GaAs heterostructures. They are related to the selective layer intermixing in laser diodes, emitting at $\sim 1 \mu$m, based on the impurity induced interdiffusion effects. The layer intermixed can be selectively controlled using stripe lasers [13–17,19] or coupled stripe laser arrays [18].

One of the first impurity induced disordered In$_x$Ga$_{1-x}$As/GaAs heterostructure laser was reported by Yang et al. [13]. They used Si$_3$N$_4$ mask
to protect the sample surface and ZnA$_2$ and arsenic vapor overpressure to induce layer intermixing. After heat treatment the layers in the region without dielectric was completely mixed and the protected region remained unchanged. The mixed layers produce different refractive index, compared to the unchanged active region of the laser, giving rise to a lateral optical waveguide. High quality lasers with reduced threshold currents and high efficiency were obtained using the layer intermixing properties.

Major et al. [17] used SiO$_2$ and Si$_3$N$_4$ as cap layers to select regions of the laser structure. As discussed in Section 3, during the heat treatment the region covered by SiO$_2$ produces faster group III atoms (In, Ga and Al) intermixing compared to the region protected by Si$_3$N$_4$. The laser exhibits threshold current as low as 7 mA, differential quantum efficiency of 41% per facet and output power of 20 mW/facet. Major et al. [18] also reported a high power coupled stripe laser arrays. They used the same layer intermixing method of a previous work [17]. In this case the interdiffusion condition was controlled in order to obtain a high coupling efficiency between the stripe lasers. The obtained threshold current was 75 mA, with a differential quantum efficiency of 26% per facet and an output power of 280 mW for both uncoated facets.

Zou et al. [14,15] also employed impurity induced disorder heterostructure stripe lasers to obtain very low threshold currents. A thin Si layer was selectively deposited on the structure in order to obtain complete layer intermixing. The wafer was capped with a SiO$_2$ layer. The region covered by the Si layer are completely mixed after heat treatment due to the Si diffusion. The stripe region, however, the intermixing process is less affected. The lasers obtained with this process exhibited threshold current of 2.2 mA with a differential quantum efficiency of 73% for both facets.

These examples show that In$_x$Ga$_{1-x}$As/GaAs quantum well lasers can be successfully fabricated using impurity induced disordered heterostructures. The interdiffusion can be easily monitored by dielectric, annealing time, temperature, and impurities in laser structures. The interdiffusion process becomes also an additional parameter to control the emission wavelength, since the interdiffusion effects induces a blue shift.

5 CONCLUSION

The interdiffusion studies of lattice mismatched In$_x$Ga$_{1-x}$As/GaAs systems contributed to a new subject: the strain effect. This is an additional parameter that can affect the physical properties, mainly the energy band gap structure of the system during the heat treatment. It also introduces defects (misfit dislocations) that may limit the device performance. These studies have also contributed to a better understanding of the diffusion phenomena. Several experimental works demonstrated that the interdiffusion mechanisms
in In$_x$Ga$_{1-x}$As/GaAs heterostructures involve two native point defects: group III vacancies and interstitials. The group III vacancies dominate the interdiffusion process for both intrinsic and n-type doped structures, and the group III interstitials for p-type ones. Although the theoretical aspects of the interdiffusion mechanisms are not fully understood, experimentally the layer intermixing control is well dominated. The layer intermixing in semiconductor heterostructures can be monitored by controlling the environment condition such as the capping layer, the atmosphere, the impurity diffusion, the ion implantation, or in combinations of them. These methods were successfully applied to optical device fabrication.

References

CHAPTER 5

Strain in Interdiffused In$_{0.53}$Ga$_{0.47}$As/InP Quantum Wells

JOSEPH MICALLEF

Department of Microelectronics, University of Malta, Msida, Malta

1. Introduction .............................. 164
   1.1. InGaAs/InP Quantum Wells ............................... 164
   1.2. Strain in Quantum Well Structures ....................... 165
      1.2.1. Strained-Layer Structures ............................. 166
      1.2.2. Band Structure Considerations ....................... 168
2. Quantum Well Intermixing .................. 171
   2.1. Interdiffusion Techniques ............................ 172
      2.1.1. Impurity-Induced Disordering ....................... 173
      2.1.2. Impurity-Free Vacancy Diffusion .................... 174
      2.1.3. Laser-Induced Disordering .......................... 174
   2.2. Experimental Results of In$_{0.53}$Ga$_{0.47}$As/InP QW
      Intermixing ................................................. 175
      2.2.1. Comparable Interdiffusion Rates .................... 176
      2.2.2. Dominant Group III Interdiffusion ................. 176
      2.2.3. Dominant Group V Interdiffusion ..................... 177
   2.3. Strain and Interdiffusion ............................... 178
3. Subband Edge Structure .................... 179
   3.1. Computational Considerations ......................... 179
      3.1.1. Effects of Interdiffusion ............................ 180
      3.1.2. Effects of Strain ..................................... 181
      3.1.3. Subband-edge Calculation ............................ 183
   3.2. Interdiffusion on Group III Sublattice Only ........... 185
   3.3. Interdiffusion on Group III and Group V substrates ..... 194
      3.3.1. Different Interdiffusion Rates ...................... 194
      3.3.2. Comparable Interdiffusion Rates ..................... 203
4. Potential Applications ..................... 204
5. Summary and Future Trends .................. 208
References ................................................. 209
1 INTRODUCTION

Developments in semiconductor growth technologies, such as metalorganic vapor phase epitaxy [1] and molecular beam epitaxy [2], have enabled fabrication of high-quality lattice-matched and strained quantum well (QW) structures which exhibit many unique material properties that cannot be realized in bulk semiconductors [3]. These properties have resulted in improved photonic devices [3,4] as well as in completely new types of devices [5,6]. For instance, the improvement in laser performance [3], such as lower threshold current density, operation at higher temperatures, modulation at higher frequencies and reduced spectral linewidths [4], is so dramatic that quantum well lasers are now available from a number of commercial sources. QW electroabsorption modulators [7] are possible as a result of the quantum-confined Stark effect (QCSE) [8] which describes the change in the absorption properties of QW structures when an electric field is applied across the structure. The shift in the exciton absorption edge with electric field is observable at room temperature for QW structures but not for bulk semiconductors. The novel self-electro-optic device (SEED) and related devices [5,9], which are proving of importance for large-density optical signal processing and computer applications, are also based on the quantum-confined Stark effect. Very large numbers of extremely small (~10 μm square) devices with low-power consumption can be fabricated permitting the realisation of highly parallel and complex optical architectures. For instance, a 64 x 32 array of symmetric SEED devices, each of which can be operated as a memory element or logic gate has been reported [6].

1.1 InGaAs/InP QUANTUM WELLS

Progress in epitaxial growth techniques using phosphorus has made it possible to obtain high-quality InGaAs(P)/InP QW structures [10,11]. In a conventional In$_x$Ga$_{1-x}$As/InP QW the active In$_x$Ga$_{1-x}$As layer is confined between two InP barrier layers. In$_x$Ga$_{1-x}$As/InP QW structures are lattice-matched for an In composition $x = 0.53$. For $x < 0.53$, the In$_x$Ga$_{1-x}$As layer is under tension, with the strain increasing as $x$ decreases. For $x > 0.53$, the In$_x$Ga$_{1-x}$As layer is under compressive stress, with the modulus of the strain increasing as $x$ increases.

Lattice-matched In$_{0.53}$Ga$_{0.47}$As/InP QW structures have been investigated for a variety of photonic devices, such as lasers [12,13], detectors [14], optical waveguides [15,16], and QCSE modulators [17–19], for operation in the 1.3 μm to 1.55 μm wavelength range, where high-speed, long-distance optical communication systems operate as a result of the low loss and minimum dispersion characteristics exhibited by optical fibres in this
wavelength range. There is also much interest in LEDs for operation around 1.3 μm where material dispersion in optical fibres goes through zero and where the wide linewidth of the LED imposes far less limitation on link length than intermodal dispersion within the fibre. Broad spectrum LEDs fabricated using QW intermixing have also been reported [20]. SEED devices using InGaAs/InP MQWs have also been demonstrated [9].

The possibility of having the In_{x}Ga_{1-x}As well layers under tension or under compression adds to the attraction of the In_{x}Ga_{1-x}As/InP material system. Strained InGaAs/InP QW lasers, for operation at optical communication wavelengths, grown under both compressive and tensile strain have been fabricated [13,21] with significantly improved performance compared to their lattice-matched counterparts. Strained InGaAs/InP QW lasers operating in the 1.8 μm range have also been demonstrated [22]. Electroabsorption enhancement in tensile strained QWs has been studied theoretically [23], and demonstrated experimentally [24], for InGaAs/InP QW structures.

The ability to grow InGaAs layers on InP substrates also provides a transparent substrate at these long wavelengths. This allows easy optical access to the active region without the need to etch away the substrate, which is advantageous also for photonic integration. It is also possible to fabricate devices such as junction field-effect transistors using In0.53Ga0.47As as the channel layer material, grown on an InP substrate [25], so that In0.53Ga0.47As/InP is being investigated not only for photonic integration but also for applications in optoelectronic integration [26].

1.2 Strain in Quantum Well Structures

Lattice-matched material systems, such as AlGaAs/GaAs and, to a lesser extent lattice-matched In0.53Ga0.47As/InP, have been intensively investigated due to the relative ease in the growth of high-quality QWs. However, the available lattice-matched QW material systems do not cover the whole potential wavelength range available for photonic devices, so that the study of strained QW structures has proceeded systematically despite the difficulties associated with the growth of coherently strained structures. In addition, strained QW structures provide freedom from the need for precise lattice-matching between the well and the barrier, thus widening the choice of compatible materials, and increasing the ability to control the optical and transport properties of QW structures. Moreover, the suggestion by Adams [27], and independently by Yablonovich and Kane [28], that reshaping of the band structure of a semiconductor by the introduction of compressive strain could lead to reduced threshold current and improved differential gain in semiconductor QW lasers, provided a considerable impetus to increased research in strained QW structures. As a result various strained-layer material systems, such as InGaAs/GaAs [29], strained In_{x}Ga_{1-x}As/InP [30], and
GaAsP/GaP [31], are being widely investigated for photonic and electronic applications. In$_x$Ga$_{1-x}$As/GaAs QW structures enable applications such as waveguides, lasers, modulators and detectors operating in the 880–1100 nm wavelength range, while strained In$_x$Ga$_{1-x}$As/InP is essential for 1.55 μm wavelength strained devices required in optical communications.

1.2.1 Strained-Layer Structures

When a film is grown epitaxially on a substrate with a different lattice constant, the lattice mismatch can be accommodated either by coherent strain, resulting in high-quality crystalline structures, or by other mechanisms, such as dislocation generation at the interface, metastable epitaxy (a combination of strain and misfit dislocations), bending of the epitaxial layer, and tilt of the lattices with respect to each other, in which cases poor crystalline quality results. In optoelectronic devices, it is important to realise conditions in which no misfit dislocations are present, so that the structure is coherently strained. The individual layers in such a strained-layer structure match up the lattice constants in the plane parallel to the interface by compression or expansion in this plane [31,32], Figure 1. A tetragonal deformation in the layers also takes place so that the layers are compressed or expanded in the direction perpendicular to the interfacial plane [33]. Thus the resultant strains in a coherently strained structure consist of a biaxial hydrostatic strain parallel to the interface and a uniaxial shear component parallel to the direction of epitaxial growth. The strain induced in a strained-layer structure depends on the composition of the substrate, as well as on that of any buffer layer present between the strained-layer structure and the substrate [34,35].

Theoretical models [36, 37] and experimental evidence [30, 38, 39] demonstrate that for a small enough lattice mismatch in a heterostructure (less than about 3%) [38], there is a critical layer thickness (CLT) below which dislocations are not generated because it is energetically more favourable to accommodate the strain energy by stretching the epitaxial layer than to create dislocations. The force-balance model developed by Matthews and Blakeslee [36] and the energy-balance model developed by People and Bean [37] have both gained experimental support despite predicting values of CLTs which differ by as much as an order of magnitude. Temkin et al [30] have demonstrated that the CLT of both tensile-strained and compressively-strained InGaAs/InP QW structures are limited by the Matthews and Blakeslee force-balance model. Calculated CLTs, using the the Matthews and Blakeslee model, for InGaAs/InP as a function of In composition are shown in Figure 2. The CLT is a function of the lattice mismatch and thus it is dependent on the composition of the layers in the structure. Starting from the lattice-matched $x = 0.53$, the CLT of In$_x$Ga$_{1-x}$As layers in pseudomorphic In$_x$Ga$_{1-x}$As/InP QW structures decreases both as
**Fig. 1.** Coherently strained epitaxial layer in (a) biaxial tension, (b) biaxial compression.

**Fig. 2.** Calculated critical layer thickness as a function of indium concentration for In$_x$Ga$_{1-x}$As on InP.
The growth of high-quality strained QW structures is therefore conditioned by the need to remain within the critical layer thickness limits for the specific material system.

### 1.2.2 Band Structure Considerations

The band structure of bulk III-V compound semiconductors is characterized by a conduction band with light effective mass, a valence band that is doubly degenerate at the Brillouin zone centre $\Gamma$, and a spin-orbit split-off valence band. The doubly degenerate bands are identified as the heavy hole (hh) and light hole (lh) bands due to their different effective masses. In QW structures carrier confinement potentials result and quantum size effects are introduced, leading to a modification of the effective bandgap and to the splitting of the hh and lh subbands due to the different effective masses, Figure 3.

The band structure is further modified in coherently strained QWs. The biaxial component of strain alters the bulk bandgap between the conduction band and both the degenerate valence bands and the spin-orbit split-off valence band. The uniaxial component of the strain lifts the degeneracy of the hh and lh bands at $\Gamma$. In the case of compressive strain the biaxial component causes an increase in the bulk bandgap energy, while the uniaxial component shifts the hh band towards the conduction band and the lh band away from the conduction band [34]. This valence band splitting is increased by the quantum size effects in the case of compressive strain, Figure 3(b). In the case of tensile strain, the biaxial component decreases the bulk band gap energy while the uniaxial component causes the hh band to shift away from the conduction band and the lh band to move toward the conduction band. The quantum size effects now reduce the valence band splitting, Figure 3(c). The uniaxial component also causes the lh band to couple with the spin-orbit split-off band [40].

The splitting between the hh and lh states alters the band-to-band mixing, so that strain also induces a change in the effective masses parallel to the interface. For compressively strained layers the hh states, which are at the top of the valence band, acquire a smaller in-plane effective mass, while the lh states exhibit a comparatively heavy in-plane effective mass [41]. In the case of tensile strain, the light holes are shifted to the top of the valence band, and have a relatively light in-plane effective mass. These effects are of fundamental importance in the application of strained layers to semiconductor QW lasers, since the differential gain in a laser is optimal for equal electron and hole effective masses.

The depths of the carrier confinement profiles shown in Figure 3 are strongly dependent on the value of band offsets. The bandgap offset $\Delta E_g$ in a semiconductor heterojunction defines the energy difference between the
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respective bandgaps (conduction-band minimum to valence-band maximum at $\Gamma$) of the two layers forming the heterostructure, and is the sum of the conduction-band discontinuity $\Delta E_c$ and the valence-band discontinuity $\Delta E_v$, Figure 3(a). The conduction band offset $Q_c$ is defined as $Q_c = \Delta E_c / \Delta E_g$, while the valence band offset $Q_v$ is defined as $Q_v = \Delta E_v / \Delta E_g$. As for most III-V heterojunctions, a large discrepancy exists in reported band offset values, determined through different experimental techniques [42], for In$_{0.53}$Ga$_{0.47}$As/InP. Early determinations based on optical spectroscopy indicated a $Q_c$ of about 0.65 [43] while measurements using capacitance-voltage data indicated a $Q_c$ of about 0.40 [44]. More recent reports on $Q_c$ measurements indicated a value of about 0.33 [45,46], while a value of 0.4 has been used to provide an adequate fit to exciton peak energies in this material system as a function of QW width [47]. The question of the band alignment at the InGaAs/InP heterojunction has thus not yet been resolved. Nevertheless, the band offsets constitute an important parameter affecting the optical properties of a QW structure.

The lowest, direct bandgap in a QW structure is the (interband) transition energy between the ground state in the conduction and hh valence band,
Figure 3(a). The principal transition energy is therefore dependent on the strain and quantization effects. By altering the QW width or the ternary alloy composition the conduction and valence band confinement profiles are altered. As a result, the position of the confined subbands is changed, and with it the principal interband transition energy, as well as higher order interband, transition energies, of the QW structure. Thus QW structures offer a wider range of principal transition energies than that possible by the use of bulk materials. Strained QW structures offer an extra degree of flexibility in tailoring the interband transition energies, and hence the optical properties, of a structure by making use of both strain and quantization effects.

2 QUANTUM WELL INTERMIXING

Intermixing of QW structures involves the interdiffusion of constituent atoms across the well-barrier interfaces, and is of particular interest since it offers the possibility of continuous, controlled modification of the material composition [48]. This change in composition alters the confinement profile and subband edge structure in the QW, resulting in a modified effective bandgap of the QW structure. The extent of the intermixing, and thus of the modification of the subband edge structure, is a function of the QW intermixing technique parameters, such as the nature and concentration of the impurity species present, and the process temperature and time. Moreover the disordering process can be localised to selected regions of the QW structure so that the optical properties of only the selected areas are modified by the disordering process. QW intermixing can thus provide a useful tool for bandgap engineering.

Quantum well intermixing of III-V semiconductor structures, often also referred to as QW disordering, is being actively investigated, with two principal objectives: obtaining high-performance device applications and achieving monolithic integration. QW intermixing of both lattice-matched and strained QWs has been carried out employing various techniques to study the potential of enhanced performance of various optical devices. Selective area disordering of an \( \text{In}_{0.53}\text{Ga}_{0.47}\text{As/InP} \) superlattice by argon implantation [49] has been used to modify the fundamental bandgap, and thus the refractive index, in localised areas, resulting in lateral photon confinement in optical waveguides. An impurity-free disordering process has been used to successfully fabricate optical channel waveguides which can selectively confine TE and TM modes in an \( \text{In}_{0.53}\text{Ga}_{0.47}\text{As/InP} \) disordered superlattice [50]. QW intermixing has been successfully used to obtain very low threshold currents in strained \( \text{InGaAs/GaAs} \) QW lasers [51,52]. A two-wavelength demultiplexing \( p-i-n \) photodetector using disordered multiple QW structures...
has been demonstrated [53]. High energy implantation has been used to selectively blue shift the emission wavelength of an InP-based QW laser structure while maintaining high crystal quality after the QW intermixing [54].

Investigation into QW intermixing as an effective tool for spatially selective bandgap tuning of QW structures is also driven by the requirement to make optoelectronic integrated circuits (OEICs) and photonic integrated circuits (PICs) [55]. Although a limited level of integration can be achieved by complex growth techniques such as selective area etch and regrowth, these processes suffer from low yields due to the complex processing entailed [56].

To integrate monolithically optical devices such as lasers, detectors, modulators and optical switches in a PIC, it is necessary to be able to achieve precise bandgap shifting compatible with the different bandgap requirements of the optical devices on the chip, as well as to produce low-loss waveguides as interconnects. For instance, for a PIC consisting of lasers, detectors, and waveguides on a single chip, the detector would operate with smaller bandgaps than the lasers, while the waveguides would benefit from larger bandgaps to minimize losses due to absorption. InP-based electroabsorption modulators with high on/off ratios, low drive voltages and short interaction lengths, employing the QCSE, are also of considerable interest for compact monolithic integration with other InP-based optoelectronic devices for communication and optical signal processing [57], since they offer higher speed operation than direct modulation of the laser source. Successful integration with lasers again requires bandgap shifted QCSE modulators.

Monolithic integration of a transparent dielectric waveguide into an active laser cavity by impurity-induced disordering [58] has been demonstrated. Selective disordering of a multiple QW structure has been used to integrate a laser and phase modulator, which required modification of the modulator section to make it efficient at the lasing wavelength [59]. Cap-annealing disordering has been used for the integration of lattice-matched InGaAs/InP lasers and low-loss waveguides [60], and of an InGaAsP/InP strained-layer distributed feedback laser and an external electroabsorption modulator [61]. Bandgap shifting of InGaAs(P)/InGaAsP MQW structures for integration of lasers and electroabsorption modulators has been demonstrated using SiO:P encapsulant [62], and laser intermixing [63]. QW intermixing is emerging as a powerful tool for fabricating PICs and optoelectronic integrated circuits.

2.1 Interdiffusion Techniques

Thermal annealing of III-V semiconductor heterostructures can result in the interdiffusion of constituent atoms across the well-barrier interface if the
annealing is carried out at a suitably high temperature and for a sufficiently long time [48,64]. Detectable intermixing in InGaAs/GaAs QWs is reported to occur above 800°C, while intermixing in InGaAs/InP single QW and multiquantum well (MQW) structures is reported for temperatures greater than 600°C [65,66]. Detectable bandgap shifts as a result of compositional intermixing have been reported for as-grown InGaAs/InP MQW structures subjected to rapid thermal anneals above 700°C [67].

QW intermixing can occur at a lower temperature in the presence of point defects, such as vacancies and interstitials. The major processes [68] that have been employed to introduce these point defects and enhance QW intermixing are impurity-induced disordering (IID) [69], and impurity-free vacancy diffusion (IFVD) [70,71]. More recently, laser-induced annealing has also been investigated as a potential tool for QW intermixing [68].

2.1.1 Impurity-Induced Disordering

In impurity-induced disordering [69], surface diffusion or ion-implantation of an impurity species is used to enhance the interdiffusion process.

Zn diffusion has been widely investigated in both lattice-matched QW structures grown on GaAs and InP substrates [72–75], and strained-layer QW structures [76], and has been shown to greatly enhance the interdiffusion of group III atoms across the interface, thereby disordering the QW structure. Disordering of QWs has also been demonstrated for other impurity species, such as Si diffusion [39], and S diffusion [77]. Ion-implantation has also been employed to enhance the disordering of QW structures. Implantation-induced disordering of QW structures has been demonstrated for various species implants, including Zn [78], Si [79], and Ge [80] implants.

The high free-carrier absorption associated with the diffusion or implantation of electrically active impurities limits the use of dopants, such as Zn and Si, for QW intermixing in photonic devices. Consequently, attention has also been focused on the use of non-electrically active impurity implantation, such as B, F and Ne implants, [67,81,82] which does not increase free-carrier absorption.

Ion-beam intermixing has also been demonstrated as an alternative process for QW intermixing. In ion-beam mixing, implantation of a low mass ion is carried out at an elevated temperature which, however, is lower than the anneal temperatures used in IID or IFVD processes [83]. Implantation at the elevated temperature eliminates the need for a high-temperature anneal to induce compositional disordering. For instance, starting with a 50 period lattice-matched InGaAs/InP superlattice, 550°C oxygen ion-beam mixing has been used to simultaneously achieve compositional disordering and electrical isolation, and form guided-wave modulators [84].
2.1.2 Impurity-Free Vacancy Disordering

Impurity-free vacancy disordering also results in an enhanced interdiffusion process. SiO$_2$ caps are employed for both AlGaAs/GaAs and InGaAs/GaAs QW intermixing [71,85–87]. The SiO$_2$ capping layers are deposited on selected areas of the QW structure. The enhanced intermixing is attributed to Ga atoms outdiffusing into the encapsulating SiO$_2$, which has been shown to have a great affinity for Ga [88]. Group III vacancies are thus created at the surface, and these vacancies then diffuse through the structure during a rapid thermal annealing process, enhancing the intermixing [85]. The surface defects can alternatively be generated by shallow ion implantation and are then driven deeper into the QW structure during the rapid thermal anneal [86]. Again the presence of these vacancies at the well-barrier interfaces enhances the anneal driven interdiffusion of the group III atoms.

Si$_3$N$_4$ cap annealing has been used to promote IFVD of InGaAs/InP QW structures. This annealing partially intermixes the region under the cap but does not significantly alter the characteristics of other regions [60, 89]. Unfortunately, Si$_3$N$_4$ films usually contain a substantial amount of SiO$_2$ and are also usually highly strained, adversely affecting the disordering process beneath the cap. The use of SrF$_2$ caps has been investigated [90], resulting in enhanced discrimination between the areas where interdiffusion was required and those which were meant to remain as-grown.

Impurity-free vacancy disordering is of particular interest for various applications of different complexities, from waveguides to multiple wavelength laser arrays, since IFVD does not introduce additional carriers and avoids implantation-induced device damage. In applications where different wavelength shifts are required, such as multiple-wavelength laser structures, which are used for wavelength division multiplexing, laterally selective interdiffusion can be achieved by locally modifying the thickness, composition or porosity of the dielectric cap [91].

2.1.3 Laser-Induced Disordering

Laser-induced QW intermixing is also under active investigation. Photoabsorption-induced disordering (PAID) relies on the bandgap dependent absorption of the incident cw laser radiation within the active region of a multilayer structure. Heat is then generated by carrier cooling and nonradiative recombination, causing interdiffusion between the well and barrier materials to take place. The use of high-power pulsed lasers has also been studied. The disruption of the lattice due to rapid thermal expansion is thought to lead to an increase in the point defect density, thereby enhancing the QW intermixing. Laser-induced intermixing has been investigated and shown to be effective for
intermixing of AlGaAs/GaAs [92,93] and InGaAs/InGaAsP QW structures [94,95].

2.2 Experimental Results of In₀.₅₃Ga₀.₄₇As/InP QW Intermixing

Disordering of lattice-matched AlGaAs/GaAs quantum well structures results in the interdiffusion of only group III atoms Al, Ga [69], as there is no As concentration gradient across the interface, while disordering of strained InGaAs/GaAs QW structures results in the interdiffusion of the group III atoms In, Ga [64]. In comparison, the disordering of lattice-matched In₀.₅₃Ga₀.₄₇As/InP QW structures is more complicated since interdiffusion can occur for both group III (In, Ga) and group V (As, P) atoms [39], resulting in a quaternary InₓGa₁₋ₓAs₁₋ₚ₁₋ᵦ layer. The process used for QW intermixing will determine the properties of the structure after interdiffusion. For instance, in impurity-induced disordering (IID), the impurity used to enhance the intermixing of the QW structure determines the interdiffusion process and can result in either a short wavelength [96] or a long wavelength shift [73] in the fundamental absorption edge. If the compositional interdiffusion in lattice-matched In₀.₅₃Ga₀.₄₇As/InP QWs takes place at a comparable rate on the two sublattices, then the lattice-matching condition is maintained. When interdiffusion is dominant on one of the sublattices a strained layer structure will result after interdiffusion [39].

Intermixing of In₀.₅₃Ga₀.₄₇As/InP QW structures by means of various impurity species, as well as by impurity-free vacancy diffusion has been widely investigated experimentally. The nature of the interdiffusion mechanisms on the two sublattices in InGaAs/InP is not yet fully established, and the role of strain in promoting or inhibiting the interdiffusion is still the subject of active debate and study [97,98]. Nevertheless, most reported experimental results have been interpreted in terms of the relative interdiffusion rates between the two sublattices, and can be grouped as follows:

(i) comparable interdiffusion rates on both group III and group V sublattices;
(ii) dominant group III interdiffusion;
(iii) dominant group V interdiffusion.

Lattice-matching of an InₓGa₁₋ₓAs₁₋ₓP₁₋ᵦ layer to InP occurs only when \( y \approx 2.2(1 - x) \) [99]. Thus, in the first case, the intermixed QW structure remains lattice-matched, while in the other two cases QW intermixing results in a strained structure, where the well layer can be either in tension or in compression.
2.2.1 Comparable Interdiffusion Rates

Pape et al. [77] reported results of S diffusion in InGaAs/InP MQW structures. The initial S diffusion was carried out at 600°C for 20 min, with further annealing steps after the sample was covered with a SiNₓ cap. Using photoluminescence (PL) and optical absorption analysis, S diffusion was shown to induce interdiffusion on both group III and group V sublattices.

Julien et al. [100] annealed undoped InGaAs/InP QW structures after i) Ge and ii) S implantation. Both SQW and MQW structures were used for Ge implantation, with the SQW samples annealed at 650°C for 10 min, while the MQW samples were annealed at 600°C for 20 min. From PL and secondary ion mass spectroscopy (SIMS) profiles it was found that Ge implantation and annealing enhanced interdiffusion on both group III and group V sublattices with the same order of magnitude, indicating preservation of lattice-matched condition. Characterization of the S implanted MQW samples was carried out using PL, X-ray analysis and Auger electron spectroscopy (AES). The results were interpreted in terms of enhanced interdiffusion on both sublattices with the MQW structure again maintaining lattice-matching to InP.

Schwarz et al. [39] reported on Si diffusion at 700°C for 3 h in a InGaAs/InP (SL). SIMS profiles were interpreted in terms of comparable interdiffusion on the cation and anion sublattices within a narrow range of Si concentration.

Miyazawa et al. [71] reported compositional intermixing of InGaAs/InP MQW structures capped by a Si₃N₄ film. Repetitive (rapid) thermal annealing was carried out at 800°C at a rate of 30°C/s. Optical transmission measurements were used to study interdiffusion. The blue shifts of the spectra were interpreted as indicative of comparable interdiffusion of all atoms.

2.2.2 Dominant Group III Interdiffusion

Nakashima et al. [101] investigated Zn diffusion at 550°C for 1 h in InGaAs/InP MQW structures. SIMS and X-ray analysis were used to characterize the samples. Group III interdiffusion was found to dominate leading to strained layers.

Schwarz et al. [39] reported on Zn diffusion at 600°C for 1 h in a InGaAs/InP SL. SIMS characterization revealed substantial cation interdiffusion with little or no anion interdiffusion. TEM performed on the interdiffused samples showed that the resulting 3.1% lattice-mismatch was accommodated coherently by the lattice.

Julien et al. [100] reported results on Zn diffusion over the temperature range 400 to 700°C for time intervals up to 150 min, for both SQW and MQW samples. Low-temperature PL showed shifts to longer wavelengths which were again interpreted in terms of enhanced interdiffusion on group III sublattice only, resulting in a highly strained QW structure.
Pape et al. [73] reported on Zn diffusion, at 475°C and 600°C for 20 min each, in MQWs of InGaAs/InP. Using room-temperature PL and SIMS analysis it was found that Zn induced interdiffusion led to shifts to lower energies, attributable to interdiffusion on the group III sublattice.

Razeghi et al. [96] investigated Zn diffusion into QWs of InGaAsP/InP. PL results for a SQW subjected to Zn diffusion up to a temperature of 700°C showed a shift to longer wavelengths which saturated around 600°C, followed by a return to shorter wavelengths at 700°C. These results were interpreted in terms of enhanced interdiffusion on the group III sublattice, with the change of direction in the PL shift at 700°C suggesting a group V interdiffusion rate larger than group III interdiffusion rate at these temperatures. In contrast thermal annealing without Zn diffusion at 650°C did not result in any wavelength change.

van Gurp et al. [102] reported on Zn-enhanced interdiffusion in InGaAsP/InP MQW structures. SIMS, AES, PL and X-ray diffraction were used for characterization. Significant interdiffusion of In and Ga was found while interdiffusion of As and P was negligible. PL showed that the interdiffusion started at temperatures above 420°C. In contrast no measurable interdiffusion occurred at 750°C in the absence of Zn.

2.2.3 Dominant Group V Interdiffusion

Temkin et al. [66] subjected SQW and MQW to brief anneals at temperatures in the 600 to 850°C range. Low-temperature PL and TEM were used for characterization. Changes were observed only for annealing temperatures above 700°C, when PL results showed shifts to higher energies. TEM for samples annealed near 800°C showed unexpectedly sharp well-barrier interfaces and approximately doubling of well widths. The observed PL shift was attributed to phosphorus diffusion into the well layer.

Nakashima et al. [103] carried out 1 h thermal anneals in N₂ atmosphere of MQW structures capped with SiO₂ films. Optical absorption experiments indicated that the structures remained stable below 650°C, while a blue shift of the excitonic absorption energy was observed for temperatures above 650°C. SIMS and X-ray diffraction analyses showed that the MQW structure remained basically intact and the intermixing process was attributed to a minor diffusion of group V phosphorus atom, resulting in a strained system.

Fujii et al. [104] studied interdiffusion in undoped InGaAs/InP QWs between 500 and 640°C for time intervals 1 to 3 h. Results of low-temperature PL spectra were interpreted in terms of group V species interdiffusion, with rapid interdiffusion in both the well and the barrier, but with a much lower interdiffusion rate across the heterointerface. This limiting rate of interdiffusion was attributed to strain effects.
Yu et al. [105] performed thermal annealing of InGaAs/InP SLs over the temperature range 700 to 850°C for 5 to 60 min, capped with Si$_3$N$_4$ film. Raman spectroscopy was used for characterization. It was concluded that the group III and group V atoms interdiffused maintaining the lattice-matched condition, except for the 700°C annealing. At this lower temperature group V interdiffusion was higher than group III interdiffusion.

Wan et al. [67] investigated interdiffusion in undoped InGaAs/InP MQW structures (lattice-matched and strained MQWs) after shallow, neutral ion (Ne$^+$ and F$^+$) implantation and rapid thermal annealing. PL results for anneals at 700°C showed a bandgap shift to higher energies, which saturated after 20 s annealing time, followed by a reduction in the blue shift for longer anneal times. These results were interpreted in terms of different interdiffusion rates on the two sublattices, with the group V interdiffusion initially dominating, with a subsequent increased contribution of group III interdiffusion.

### 2.3 Strain and Interdiffusion

The interdiffusion of the constituent atoms across the well-barrier interface leads to a transition from an as-grown square well compositional profile to a nonlinear graded profile, which can be described by an error function distribution [106]. This compositional modification in strained material systems, such as InGaAs/GaAs and strained InGaAs/InP, raises the question of the QW quality after interdiffusion. It has been demonstrated that the FWHM of PL spectra of thermally annealed InGaAs/GaAs QWs show little broadening for QWs within the critical thickness regime, indicating that no degradation in the quality of the strained QW has taken place [64]. In the case of Zn enhanced interdiffusion, some broadening of PL spectra occurred after disordering [76] but the spectra indicated that the QWs were still coherently strained. InGaAs/GaAs single QWs disordered by shallow As implantation and thermal annealing also showed little broadening of PL peaks [87], while an early study reported that strained layer superlattices demonstrate good structural integrity after ion implantation [107]. The issue of the crystal quality needs also to be addressed in the case of compositional interdiffusion in lattice-matched InGaAs/InP that gives rise to a strained structure after QW intermixing. Investigation into Zn diffusion induced disordering of In$_{0.53}$Ga$_{0.47}$As/InP QWs, which results in a strained structure, also reported [39] that high-resolution transmission electron microscopy lattice images of the disordered QW structure showed no misfit dislocations or microtwins, indicating that the disordered structure is coherently strained. The intermixed structure of a wavelength-shifted QW laser, obtained with post-growth high-energy phosphorus implantation, showed no degradation in lasing threshold current, as compared to the as-grown QW structure,
indicating high-quality material after the intermixing process [54]. With careful processing, coherently strained QW structures are possible even after disordering, so that QW intermixing in In_xGa_{1-x}As/InP can be used to introduce strain, either tensile or compressive, in selected areas of the QW structure. It is thus useful to model the combined effects of compositional interdiffusion, and the strain that could result from this interdiffusion, on the subband edge structure of the intermixed In_{0.53}Ga_{0.47}As/InP QWs.

3 SUBBAND EDGE STRUCTURE

In order to be able to model the optical properties of the intermixed QW structure, it is necessary to determine the carrier confinement profiles and the subband-edge structure of the QW. Different mathematical approaches have been employed in arriving at the subband-edge structure of intermixed QWs. Almost all of them are based on the assumption that Fick's laws of diffusion apply to the species interdiffusion in the QW structure, and that the compositional profiles after interdiffusion are considered to follow an error function distribution.

3.1 Computational Considerations

Variational calculations have been used to obtain the electron and hh ground states in disordered AlGaAs/GaAs QWs [106]. The electron and hh subband states for disordered AlGaAs/GaAs QWs were obtained for the error function potential well using a particle transmission calculation [108]. The subband energies and wavefunctions for an error function distribution have also been calculated in the AlGaAs/GaAs material system taking into consideration a non-parabolic band model for the electron effective mass, and the valence subband mixing between the heavy and light holes [109]. In the strained InGaAs/GaAs material system, calculations of the ground state have been reported for disordered QWs, using a Green's function approach for the compositional profile and a variational technique to obtain the ground state [110]. By taking into account the effects of strain and disorder on the carrier confinement profile [111], the energy and wavefunctions for all the subband states in disordered InGaAs/GaAs single QWs have been determined [112] by solving numerically the one-electron Schrödinger equation using the envelope function scheme with an effective mass approximation. This model is described in detail in the next section and then applied to In_{0.53}Ga_{0.47}As/InP single QW intermixing.

In all the above approaches it is assumed that the interdiffusion rate of a species is the same in both the well and the barrier. It has been suggested that this may not always be the case and that the interdiffusion rates for
the same species in the well and in the barrier can be significantly different [113]. In such a case Fick’s laws of diffusion no longer apply. Fujii et al. [104] have proposed a model for group V interdiffusion where, although the interdiffusion rate is the same for both well and barrier, the interdiffusion rate is actually limited by a much slower interdiffusion across the well-barrier interface, while Mukai et al. [114] have proposed a model where the interdiffusion rate for group V species in the well is not the same as that in the barrier. However, Gillin et al. [115] reporting on thermal interdiffusion of In0.66Ga0.33As/In0.66Ga0.33As0.7P0.3 strained QWs where, due to the lack of concentration gradient on the group III sublattice interdiffusion took place on the group V sublattice only, presented experimental results which show that the group V interdiffusion follows Fick’s laws.

3.1.1 Effects of Interdiffusion

Consider a III-V semiconductor material \( A_xB_{1-x}C_yD_{1-y} \) where \( A, \) and \( B \) represent two group III atoms, and \( C, \) and \( D \) represent two group V atoms. After interdiffusion, let \( \tilde{x}, 1 - \tilde{x}, \tilde{y}, 1 - \tilde{y} \) represent the concentration of the corresponding constituent atoms \( A, B, C, \) and \( D \) respectively. It is assumed here that the group III and group V interdiffusion processes can be modeled by two different interdiffusion rates, but that the interdiffusion rate on each sublattice is the same in both the well and the barrier. The interdiffusion of In and Ga atoms is characterized by a diffusion length \( L_d \), which is defined as \( L_d = (Dt)^{1/2} \), where \( D \) is the diffusion coefficient and \( t \) is the diffusion time; the interdiffusion of As and P atoms is characterized by a different diffusion length \( L'_d \). If the rates of interdiffusion on group III and group V sublattices are identical, then \( L_d = L'_d \) and the lattice-matched condition is maintained. If \( L'_d \neq L_d \) a strained QW structure results.

Consider an undoped, single In\(_x\)Ga\(_{1-x}\)As well lattice-matched to semi-infinite InP barriers. After disordering, the concentration of the interdiffused atoms across the QW structure is assumed to have an error function distribution. The constituent atom compositional profiles can, therefore, be represented as follows:

(i) in the group III sublattice, the In concentration after interdiffusion, \( \tilde{x}(z) \), is described by

\[
\tilde{x}(z) = 1 - \frac{(1 - x)}{2} \left[ \text{erf} \left( \frac{L_z + 2z}{4L_d} \right) + \text{erf} \left( \frac{L_z - 2z}{4L_d} \right) \right] \tag{1}
\]

where \( L_z \) is the as-grown well width, \( z \) is the growth direction, and the QW is centered at \( z = 0 \).
(ii) in the group V sublattice, the As compositional profile after interdiffusion, \( \tilde{y}(z) \), is given by

\[
\tilde{y}(z) = \frac{y}{2} \left[ \text{erf} \left( \frac{L_z + 2z}{4L'_d} \right) + \text{erf} \left( \frac{L_z - 2z}{4L'_d} \right) \right]
\]  

(2)

where \( y = 1 \) is the As concentration of the as-grown structure.

The compositional profiles in the disordered QW structure imply that the carrier effective mass, the bulk bandgap, the strain and its effects, if present, vary continuously across the QW. Consequently, the carrier effective mass, \( m^*_r(z) \), is now \( z \)-dependent and is obtained from \( m^*_r(z) = m^*_r(\tilde{x}, \tilde{y}) \), where \( m^*_r(x, y) \) is the respective carrier \( A_xB_{1-x}C_yD_{1-y} \) bulk effective mass, and \( r \) denotes either the electron (C), heavy hole (V=hh), or light hole (V=lh). The unstrained (bulk) bandgap in the well, \( E_g(x, y) \), is also a function of the compositional profile, so that the unstrained potential profile after interdiffusion, \( \Delta E_r(\tilde{x}, \tilde{y}) \), varies across the well and is given by:

\[
\Delta E_r(\tilde{x}, \tilde{y}) = Q_r \Delta E_g(\tilde{x}, \tilde{y})
\]  

(3)

where \( Q_r \) is the band offset and \( \Delta E_g \) is the unstrained bandgap offset.

When \( L'_d \neq L_d \) strain is introduced in the disordered structure. Consequently, the effects of strain on the bandgap, and hence on the carrier confinement profile and subband-edge structure, must be considered.

### 3.1.2 Effects of Strain

If the QW layer thickness is within the critical thickness regime, the QW structure will be coherently strained after disordering [39], with a biaxial hydrostatic strain parallel to the interfacial plane and a uniaxial shear strain perpendicular to the interfacial plane.

As already indicated, compressive (tensile) hydrostatic strain causes an increase (decrease) in the bandgap energy. The shear strain disrupts the cubic symmetry of the semiconductor and lifts the degeneracy of the heavy hole (hh) and light hole (lh) band edges at the Brillouin zone center \( \Gamma \). The heavy hole band shifts towards (away from) the conduction band and the light hole band moves away from (towards) the conduction band [34]. In addition, the shear strain causes the lh band to couple with the spin-orbit split-off band [116].

Let \( \varepsilon(\tilde{x}, \tilde{y}) \) represent the in-plane strain in the well after interdiffusion. Assuming that the growth direction \( z \) is along (001), then for the biaxial hydrostatic stress parallel to the interface the strain components, after interdiffusion, are given by [117]:

\[
\begin{align*}
\varepsilon_{xx} &= \varepsilon_{yy} = \varepsilon(\tilde{x}, \tilde{y}) \\
\varepsilon_{zz} &= -2[c_{12}(\tilde{x}, \tilde{y})/c_{11}(\tilde{x}, \tilde{y})] \varepsilon(\tilde{x}, \tilde{y}) \\
\varepsilon_{xy} &= \varepsilon_{yz} = \varepsilon_{zx} = 0
\end{align*}
\]  

(4)
where $\varepsilon(\bar{x}, \bar{y})$ is defined to be negative for compressive strain, and $c_{ij}(\bar{x}, \bar{y})$ are the elastic stiffness constants.

The change in the bulk bandgap due to the biaxial component of strain, $S_\perp(\bar{x}, \bar{y})$, is given by:

$$S_\perp(\bar{x}, \bar{y}) = -2a(\bar{x}, \bar{y})[c_{11}(\bar{x}, \bar{y}) - c_{12}(\bar{x}, \bar{y})/c_{11}(\bar{x}, \bar{y})] \varepsilon(\bar{x}, \bar{y})$$  \hspace{1cm} (5)

where $a(\bar{x}, \bar{y})$ is the hydrostatic deformation potential calculated from:

$$a(\bar{x}, \bar{y}) = \frac{1}{3}[c_{11}(\bar{x}, \bar{y}) + 2c_{12}(\bar{x}, \bar{y})] \frac{dE_g}{dP}(\bar{x}, \bar{y})$$  \hspace{1cm} (6)

where $dE_g/dP$ is the hydrostatic pressure coefficient of the lowest direct energy gap $E_g$.

The change in the bulk bandgap due to the biaxial component of strain, $S_\perp(\bar{x}, \bar{y})$, is given by:

$$S_\perp(\bar{x}, \bar{y}) = -2a(\bar{x}, \bar{y})[c_{11}(\bar{x}, \bar{y}) - c_{12}(\bar{x}, \bar{y})/c_{11}(\bar{x}, \bar{y})] \varepsilon(\bar{x}, \bar{y})$$  \hspace{1cm} (5)

where $a(\bar{x}, \bar{y})$ is the hydrostatic deformation potential calculated from:

$$a(\bar{x}, \bar{y}) = \frac{1}{3}[c_{11}(\bar{x}, \bar{y}) + 2c_{12}(\bar{x}, \bar{y})] \frac{dE_g}{dP}(\bar{x}, \bar{y})$$  \hspace{1cm} (6)

where $dE_g/dP$ is the hydrostatic pressure coefficient of the lowest direct energy gap $E_g$.

The splitting energy, $S_{\parallel}(\bar{x})$, between the hh and lh band edges induced by the uniaxial component of strain is given by:

$$S_{\parallel}(\bar{x}, \bar{y}) = -b(\bar{x}, \bar{y})[c_{11}(\bar{x}, \bar{y}) + 2c_{12}(\bar{x}, \bar{y})/c_{11}(\bar{x}, \bar{y})] \varepsilon(\bar{x}, \bar{y})$$  \hspace{1cm} (7)

where $b(\bar{x})$ is the shear deformation potential. The coupling between the lh and split-off band gives rise to asymmetric heavy-hole to light-hole splitting [118], so that

$$S_{\parallel HH}(\bar{x}, \bar{y}) = S_{\parallel}(\bar{x}, \bar{y})$$  \hspace{1cm} (8)

$$S_{\parallel LH}(\bar{x}, \bar{y}) = -\frac{1}{2}[S_{\parallel}(\bar{x}, \bar{y}) + \Delta_o(\bar{x}, \bar{y})] + \frac{1}{2}[\Delta_o(\bar{x}, \bar{y})]^2$$

$$+ \Delta_o(\bar{x}, \bar{y})[\frac{1}{2} + 2S_{\parallel}(\bar{x}, \bar{y})\Delta_o(\bar{x}, \bar{y})]^{1/2}$$  \hspace{1cm} (9)

where $\Delta_o(\bar{x}, \bar{y})$ is the spin-orbit splitting.

The parameters $a, b, c_{ij}, dE_g/dP$ in Eqs. (4) to (7) above are assumed to obey Vegard's law [119], so that their respective values depend directly on the compositional profiles across the QW.

The QW confinement potential after the disordering process, obtained by modifying the bulk post-processing potential profile with the variable strain effects, is therefore given by:

$$U_r(z) = \Delta E_r(\bar{x}, \bar{y}) - S_\perp(\bar{x}, \bar{y}) \pm S_{\parallel}(\bar{x}, \bar{y})$$  \hspace{1cm} (10)

where $S_\perp(\bar{x}, \bar{y}) = Q_rS_\perp(\bar{x}, \bar{y})$, the +ve sign represents the confined hh profile while the -ve sign represents the confined lh profile, and $S_{\parallel}(\bar{x}, \bar{y}) = 0$.

Eq. (10) represents the carrier confinement profiles for the general case of a disordered InGaAs/InP QW structure, where interdiffusion on both sublattices takes place, but at different rates. In the two cases of comparable interdiffusion on the two sublattices Eq. (10) reduces to:

$$U_r(z) = \Delta E_r(\bar{x}, \bar{y})$$  \hspace{1cm} (11)
In the case of interdiffusion taking place only on the group III sublattice Eq. (10) becomes:

\[ U_r(z) = \Delta E_r(\bar{x}, 1) - S_{\perp r}(\bar{x}, 1) \pm S_{\parallel r}(\bar{x}, 1) \]  

(12)

while for interdiffusion on group V sublattice only the carrier confinement profiles are given by:

\[ U_r(z) = \Delta E_r(0.53, \bar{y}) - S_{\perp r}(0.53, \bar{y}) \pm S_{\parallel r}(0.53, \bar{y}) \]  

(13)

3.1.3 Subband-Edge Calculation

The electron and hole subband structure at \( \Gamma \) can be determined by considering the appropriate Schrödinger equation from the BenDaniel-Duke model [120], using the envelope function scheme [121] with an effective mass approximation. The one-electron Schrödinger equation for the disordered QW can be expressed as

\[ -\frac{\hbar^2}{2m(z)} \frac{d}{dz} \left( \frac{1}{m(z)} \frac{d\chi_{rl}(z)}{dz} \right) + U_r(z)\chi_{rl}(z) = E_{rl}\chi_{rl}(z) \]  

(14)

where the growth direction \( z \) is the confinement axis, \( \chi_{rl}(z) \) is the envelope wavefunction, \( E_{rl} \) is the quantized energy level with the subband energy zero at the bottom of the QW, and \( l = p \) or \( q \) refers to the quantized subband energy levels for the electron and holes, respectively. This equation is solved numerically to obtain the quantized energy levels \( (E_{cp}, E_{vq}) \), and the envelope wavefunctions \( (\chi_{cp}, \chi_{vq}) \). Hence the interband transitions energy can be determined, as well as the overlap integral \( \langle \chi_{vq} | \chi_{cp} \rangle \) between the \( p \)-th conduction subband and the \( q \)-th valence subband envelope functions, where

\[ \langle \chi_{vq} | \chi_{cp} \rangle = \int_{-z_b}^{z_b} \chi_{vq}^{*}(z)\chi_{cp}(z)dz \]  

(15)

\( z_b \) is taken as the boundary where \( \chi_{rl}(z_b) \to 0 \).

The electron-heavy hole transition energy, \( E_{chhpq} \), and the electron-light hole transition energy, \( E_{clhpq} \), can then be obtained from

\[ \begin{align*}
E_{cphhq} &= E_{ghh}[\bar{x}(0), \bar{y}(0)] + E_{cp} + E_{hhq} \\
E_{cplhq} &= E_{gli}[\bar{x}(0), \bar{y}(0)] + E_{cp} + E_{lhq}
\end{align*} \]  

(16)

respectively, where \( E_{ghh}(\bar{x}(0), \bar{y}(0)) \), \( E_{gli}(\bar{x}(0), \bar{y}(0)) \) are the electron-heavy hole and electron-light hole lowest direct bandgap at \( \Gamma \) after interdiffusion, respectively.
3.2 Interdiffusion on Group III Sublattice Only

A strained QW structure results when considering interdiffusion on group III sublattice only. The as-grown structure modeled here is a 6 nm thick undoped In$_{0.53}$Ga$_{0.47}$As/InP single QW. The compositional distribution, strain profile and carrier confinement potentials after interdiffusion, for $L_d = 1$ nm, are shown in Figure 4 [122].

During the interdiffusion process Ga atoms diffuse into the InP barrier while In atoms diffuse into the QW, forming an InGaP/InGaAs interface. After interdiffusion, the Ga and In concentration profiles are described by the error function distribution, while the As and P concentration profiles do not change, thereby maintaining an abrupt change at the interface, Figure 4(a). Since the InP lattice constant is always larger than that of InGaP, a tensile strain arises in the barrier near the interface, while the InGaAs well becomes compressively strained due to the increased In content. Consequently, the disordering process results in a strained QW structure, with the strain profile across the structure as shown in Figure 4(b). This strain profile affects the shape and separation of the conduction and valence bands, and the hh and lh potential wells no longer coincide. The confinement profile of the disordered structure remains abrupt with a width equal to that of the as-grown QW, as shown in Figure 4(c). This is due to the bandgap change from InGaP to InGaAs at the interface and is in contrast to the graded confinement profiles that result when comparable interdiffusion on both sublattices occurs in In$_{0.53}$Ga$_{0.47}$As/InP QW structures, and in the case of the more extensively studied AlGaAs/GaAs [107] and InGaAs/GaAs [112] intermixed QWs.

The confinement profile shown in Figure 4(c) presents interesting features at the top of the well, near the continuum, and at the bottom of the well. A potential build-up occurs in the barrier at the interface because the bulk bandgap of InGaP is greater than that of InP [119]. However, this potential build-up is significantly modified by the effects of the tensile strain in the barrier near the interface, and can even be reversed by strain, as will be shown below for the lh well. Inside the well, the In content at the well center is less than that at the interface so that the bulk (unstrained) bandgap at the center is larger than that at the interface. The compressive strain is much smaller at the well center so that the strain effects on the bandgap are much more pronounced at the interface. The combination of the bulk bandgap and the compressive strain effects on this bandgap results in the potential at the well center being higher than at the interface, and this gives rise to two “miniwells”. The strain dependent splitting of the hh and lh subbands in opposite directions causes the hh subband to have the deepest miniwells and the lh subband to ultimately result in an almost flat-bottomed well. The results indicate that in the case of the hh confinement profile, the subband ground state can be supported at energy levels that lie within the miniwells.
4(A) Compositional Profile

4(B) In-Plane Strain %
Fig. 4. Profiles of (a) composition (b) in-plane strain, (c) electron, hh and lh confinement potential for $L_z = 6$ nm, $L_d = 1$ nm, $Q_C = 60\%$, with well center at $z = 0$, considering cation interdiffusion only.

Details of the effects of strain on the carrier confinement profile, for $L_z = 6$ nm and $L_d = 1$ nm, are presented in Figure 5, which shows the effect of the hydrostatic and shear components of strain on the unstrained bandgap, and the final confinement profile. Since only the hydrostatic component of strain modifies the electron confinement profile, the final confinement profile in this case coincides with the profile as modified by the effects of the hydrostatic component of strain. This is shown in Figure 5(a) where it can be seen that the compressive strain in the InGaAs well reduces the depth of the miniwells while the tensile strain in the barrier near the interface reduces the potential build-up at the top of the well. Thus strain reduces the depth of the electron confinement profile. The hydrostatic component of the compressive strain in the InGaAs well again reduces the depth of the miniwells for both the hh and lh cases, as shown in Figure 5(b), and 5(c), respectively, but the shear component of the compressive strain results in opposite shifts of the hh and lh confinement profiles; the hh miniwells now become deeper, while the lh miniwells disappear. The tensile strain in the barrier near the interface also modifies the confinement profile. The hydrostatic component reduces the height of the potential build-up for both the hh and lh confinement profiles.
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Fig. 5. Effects of strain and disordering on (a) electron, (b) hh and (c) lh confinement profiles in a disordered In0.53Ga0.47As/InP single QW, considering cation interdiffusion only. The dashed lines represent the unstrained bandgap after disordering and the dot-dash lines show how the unstrained bandgap is modified by the effects of hydrostatic strain. The solid lines represent the final carrier confinement profile. The potential is taken to be zero at the well center, \( z = 0 \), for the unstrained bandgap, in each case. QW details: \( L_z = 6 \) nm, \( L_d = 1 \) nm.

The shear component of the tensile strain again produces opposite effects on the hh and lh confinement profiles, so that the potential build-up height increases again in the case of the hh case, while in the lh case this potential build-up disappears and, depending on the extent of the interdiffusion, may actually be reversed, see Figure 5(c). The overall result is that the strain produced in the disordered InGaAs/InP structure increases the depth of the hh confinement profile whilst it decreases the lh confinement profile depth.

The splitting of the hh and lh confinement profiles at \( \Gamma \) caused by the shear component of the compressive strain in the InGaAs well and by the shear component of the tensile strain in the barrier near the interface is shown in Figure 6. As already noted, this splitting strongly modifies the hh and lh confinement profiles and a significant difference in the depth of the hh and lh wells results. For the case considered here, the hh confinement profile depth at the interface is about 440 meV, while the lh confinement profile depth at the interface is about 200 meV.
Fig. 6. The strain induced hh-lh band edge splitting in the well and in the barrier close to the interface, considering group III interdiffusion only, for $L_z = 6$ nm and $L_d = 1$ nm. The dashed lines show the unstrained bandgap after interdiffusion, the dot-dash lines show how this bandgap is modified by the hydrostatic strain and the solid lines represent the final confinement profile.
Fig. 7. The confinement profile and the confined subband states for (a) electron, (b) hh, of a disordered In$_{0.53}$Ga$_{0.47}$As/InP single QW, considering cation interdiffusion only, for $L_z = 6$ nm, $L_d = 1$ nm and $Q_c = 60\%$. The potential zero is taken at the well center.
The electron (c) and hh subband-edge structure for the numerical case $L_z = 6 \text{ nm}$, $L_d = 1 \text{ nm}$, and a conduction band offset $Q_c = 60\%$, are shown in Figure 7. Five subband states result in the hh well with the hh ground state lying near the top of the miniwells. The square of the envelope wavefunction of the first hh subband state, $|\psi_{hh1}|^2$, is shown in Figure 8(a), and indicates that the hh1 carrier couples between the miniwells. The hh5 energy level is at the top of the well where the barrier is sufficiently thin ($\sim 0.5 \text{ nm}$) for the carrier to tunnel out of the well even in the absence of an applied electric field, and this state can no longer be considered bound. The conduction well, on the other hand, supports two confined subbands. By careful optimization of the disordering process a quasi-bound first excited state at an energy level close to the continuum can be obtained in the conduction well. Because of the presence of the potential build-up caused by the tensile strain in the barrier close to the interface, the envelope wavefunction of the first excited state would still be fairly well confined, as shown in Figure 8(b). With the application of an external electric field, the electron in this first excited state is expected to tunnel out of the conduction well, which may be of interest for device applications.

The variation of strain at a point on either side of, and close to, the interface and at the well center, as the interdiffusion proceeds, is shown in Figure 9(a). In the initial stages of interdiffusion ($L_d \approx 1 \text{ nm}$), the Ga atoms diffuse into the InP barrier so that the Ga concentration at a point in the well close to the interface drops sharply while at a point in the barrier close to the interface it rises sharply, and the changes at the well center are insignificant. Subsequent interdiffusion, however, leads to a rapid reduction of the Ga concentration at the well center as the Ga atoms diffuse deeper into the barrier and tend towards a uniform distribution across the structure. This explains the in-plane strain curves of Figure 9(a) where it can be seen that the difference between the strain at the well center and at a point in the well close to the interface is greatest for $L_d \approx 1 \text{ nm}$. This strain difference within the well affects the depth of the miniwells. For the well width considered here, the hh miniwells have a maximum depth of about 90 meV, around $L_d = 1 \text{ nm}$. For $L_d \approx 6 \text{ nm}$ and higher, the strain profile across the well is almost linear, reflecting a more uniform Ga concentration across the well, while for large $L_d$ the miniwells no longer exist. At the interface a lattice mismatch of $\sim 3.1\%$ exists which is almost independent of the extent of the interdiffusion, and is in agreement with experimental results for Zn diffusion reported by Schwarz et al. [39].

The variation of $c1$-hh1 and $c1$-lh1 transition energy with interdiffusion are shown in Figure 9(b). The QW bandgap energy is the $c1$-hh1 transition, reflecting the compressive nature of the strain induced in the QW by the disordering process. The hh1 state occurs in the miniwells for small values of $L_d$. As the interdiffusion proceeds the bandgap energy decreases, corresponding to a shift to longer wavelengths, which persists for prolonged
Fig. 8. $|\psi|^2$ for (a) hh1 and (b) c2 subband states for the disordered In$_{0.53}$Ga$_{0.47}$As/InP QW, considering group III interdiffusion only.
Fig. 9. Cation interdiffusion only. (a) Strain variation with $L_d$ at three points in the QW structure: (i) in the barrier, close to the interface, (ii) at the well center and (iii) in the well, close to the interface; (b) ground state transition energy variation with $L_d$. 
interdiffusion, as shown by experimental results for Zn induced disordering [39,73,101]. The shift of the bandedge wavelength to longer wavelengths with disordering contrasts with the experimental results for disordered AlGaAs/GaAs [107] and InGaAs/GaAs [87], and for InGaAs/InP with a comparable extent of interdiffusion for the two sublattices, where the bandedge wavelength shifts to shorter wavelengths. For the interdiffusion length range in Figure 9(b) the shift in bandgap energy corresponds to a shift in bandedge wavelength from about 1.4 μm to about 1.9 μm. Another contrasting effect is the difference between the c1-hh1 and c1-lh1 transition energy. It can be seen from Figure 9(b) that disordering under these conditions leads to an increased separation between the c1-hh1 and c1-lh1 transition energy, while in disordered InGaAs/GaAs QW structures this separation decreases [123].

3.3 Interdiffusion on Group III and Group V Sublattices

The parameter $k$ is defined as $k = L'_d/L_d$, so that $k = 1$ represents comparable interdiffusion on the two sublattices, while $k \neq 1$ represents different interdiffusion rates. When $k < 1$ the interdiffusion rate on the group V sublattice is less than the interdiffusion rate on the group III sublattice, with $k = 0$ representing interdiffusion on the group III sublattice only, while for $k > 1$, the group V sublattice interdiffusion rate is larger than the group III sublattice one [124].

3.3.1 Different Interdiffusion Rates

The compositional profile, in-plane strain, and the carrier confinement potential for $L_d = 1$ nm and $L'_d = 0.25$ nm are shown in Figure 10. In this case $k = 0.25$ and the interdiffusion takes place predominantly on the group III sublattice. In the early stages of the interdiffusion process, represented by $L_d \approx 1$ nm, the Ga atoms near the interface diffuse into the barrier, while In atoms diffuse into the well, but at the well center the Ga concentration hardly changes. Since $k = 0.25$ the As and P concentration profiles change very slowly and the interface is still quite abrupt, Figure 10(a). It can be seen by comparing Figure 4 and Figure 10 that the compositional, strain and carrier confinement profiles for the two cases $L_d = 1$ nm and $k = 0$, and $L_d = 1$ nm and $k = 0.25$, are quite similar. However, as will be seen shortly, there is a distinct difference between the results of the two interdiffusion processes for prolonged intermixing.

Figure 11 shows the compositional distribution, strain and confinement potential for the case $L_d = 1$ nm, $L'_d = 3$ nm. In this case interdiffusion on the group V sublattice is much faster than that on the group III sublattice. It can be seen from Figure 11(a) that the well is now InGaAsP with the
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Fig. 10. Profiles of (a) composition, (b) in-plane strain and (c) carrier confinement potential for \(L_z = 6\) nm, \(L_d = 1\) nm, \(L_d = 0.25\) nm, \(Q_c = 60\%\), with well center at \(z = 0\).

As and P concentrations almost at 50% at the well center. The InGaAsP profile across the well is such that a tensile strain is set up in the disordered well, as shown in Figure 11(b). The compositional profile also causes a compressive strain in the barrier close to the interface. The combination of the unstrained bandgap and the effects of the strain profile on this bandgap gives rise to the confinement potentials shown in Figure 11(c). The effects of the tensile strain, which now is at a maximum at the well center, are also clearly evident in the confinement potential. The tensile strain causes the lh potential profile to shift toward the electron potential profile, while the hh potential profile is now shifted away from the electron profile. Both the electron and hh confinement profiles exhibit miniwells, while the lh confinement potential is a monotonically graded profile.

The effects of prolonged interdiffusion have also been investigated. The changes in the strain at the well center with interdiffusion duration, for various values of \(k\), are shown in Figure 12. \(k = 0\) represents cation interdiffusion only [122]. The compositional changes at the well center are insignificant in the early stages of interdiffusion (\(L_d = 1\) nm) so that the strain at the well center is very small. Subsequent interdiffusion, however, leads to a rapid reduction of the Ga concentration at the well center as the Ga atoms diffuse
Figure 11(A) shows the compositional profile of In$_{0.53}$Ga$_{0.47}$As/InP quantum wells. The profile indicates the distribution of indium (In), arsenic (As), and gallium (Ga) ions across the well, with the y-axis representing the compositional profile and the x-axis representing the z-coordinate in nanometers.

Figure 11(B) illustrates the in-plane strain profile for the same quantum wells. The graph shows the variation of in-plane strain with respect to the z-coordinate, demonstrating the induced strain within the material due to the growth conditions.
Fig. 11. Profiles of (a) composition, (b) in-plane strain and (c) carrier confinement potential for $L_z = 6$ nm, $L_d = 1$ nm, $L'_d = 3$ nm, $Q_c = 60\%$, with well center at $z = 0$.

Fig. 12. Strain variation at the well center with interdiffusion, for various values of $k$. 
deeper into the barrier and tend toward a uniform distribution across the structure. The consequent increase in the In content results in a compressive strain at the well center, which increases with further interdiffusion. For $k = 0.25$ and $k = 0.5$, the strain at the well center is still compressive and large, as shown in Figure 12. The rate of interdiffusion on the group III sublattice is significantly faster than that on the group V sublattice, and the InGaAsP composition in the well gives rise to the compressive strain. The lattice mismatch is now less than when $k = 0$ (InGaAs well), and the compressive strain is thus smaller. In contrast with the case of cation interdiffusion only, the compressive strain at the well center for prolonged interdiffusion ($L_d \geq 4$ nm) starts to decrease as a result of the now more pronounced effect of the competing, although slower, interdiffusion on the group V sublattice. When $k = 1$ the InGaAsP well remains lattice-matched to the InP barrier so that there is no strain across the disordered QW structure. For $k > 1$ the rate of interdiffusion on the group V sublattice is higher than that on the group III sublattice. As already indicated, a tensile strain results at the well center. The larger the value of $k$, the higher is the tensile strain as a result of the increasing interdiffusion rate on the group V sublattice. The tensile strain at the well center peaks at around $L_d \approx 1$ nm for values of $k > 1$. This reflects the rapid change in the compositional profiles that takes place in the early stages of the interdiffusion process. In the later stages of interdiffusion, the compositional profiles of the constituent elements tend to a more uniform distribution, so that the strain decreases progressively and tends towards zero, independently of the value of $k$. Although only the variation of strain at the well center is shown in Figure 12, it must be remembered that the strain profile across the disordered well is non-uniform, as clearly shown in Figures 10(b) and 11(b), and that the strain profile across the well is modified continuously by interdiffusion. This variation in the in-plane strain with interdiffusion, together with the compositional variation, could provide a technique for shaping confinement profiles for specific purposes.

The variation of the ground state transition energy for electron-heavy hole, cl-hh1, and for electron-light hole, c1-lh1, with interdiffusion, for various values of $k$, is shown in Figure 13. For $k = 0$, the QW bandgap energy is the c1-hh1 transition, reflecting the compressive nature of the strain induced in the QW by the disordering process. As the interdiffusion proceeds the bandgap energy decreases, corresponding to a large red shift of the effective bandgap of the disordered QW, as shown by experimental results for Zn-induced disordering of InGaAs/InP QWs. When $k = 0.25$, a red shift in the effective bandgap again results. However, for long enough interdiffusion duration, the red shift saturates and even decreases. This corresponds to experimental results reported by Razeghi et al. [96] and by Julien et al. [100] for Zn induced InGaAsP/InP SQW and MQW intermixing. For $k = 0.5$, the red shift again saturates and then decreases, but at an earlier stage of the
Fig. 13. Ground-state transition energy variation with interdiffusion, for various values of $k$, for (a) electron-heavy hole and (b) electron-light hole.
Fig. 14. The variation of heavy hole (hh) and light hole (lh) ground state transition energy with group V sublattice interdiffusion length $L'_d$, for the condition $L'_d = 2L_d$. At $L'_d = 1.41$ nm the two transition energies coincide.

interdiffusion process, since the competing group V sublattice interdiffusion is now more pronounced.

A blue shift in the ground state transition energy is obtained when $k > 1$. In the early stages of interdiffusion, this shift is significantly larger when compared with the results obtained for $k < 1$. For instance, the change in the cl-hhl transition energy for $k = 2$ in going from $L_d = 0$ to 2 nm corresponds to a shift to shorter wavelengths of about 300 nm, from about 1.4 to 1.1 $\mu$m. The corresponding change in the c1-hhl transition energy for $k = 0.5$ represents a shift to longer wavelengths of about 100 nm, from about 1.4 to 1.5 $\mu$m. The change from a ternary to a quaternary QW is more rapid when the group V sublattice interdiffusion predominates since the group V atoms composition across the as-grown QW structure is 100% As in the well and 100% P in the barrier.

The change with interdiffusion in the hh and lh ground state transition energy for the condition $L'_d = 2L_d$, is shown in Figure 14 [125]. As interdiffusion proceeds the lh transition energy approaches the hh transition energy until the lh ground state is effectively shifted above the hh ground state. This is due to the fact that the QW is now under tensile strain. This is of considerable interest for applications such as semiconductor lasers where the significantly lower effective mass of the light holes approaches better the
ideal requirement of equal conduction and valence band masses. Optimization of the disordering process could thus induce a tensile strain that could be used to obtain desired valence band splitting effects useful in specific photonic applications. At $L_d' = 1.41$ nm the hh and lh ground state transition energies coincide. The energy level splitting of the hh and lh ground states due to the different masses is compensated by the effects of the tensile strain induced in the QW structure. For the specific structure under consideration a 0.6% tensile strain is induced in the centre of the well after interdiffusion. The convergence of the hole ground state transition energies is of significant importance for polarization-insensitive applications.

3.3.2 Comparable Interdiffusion Rates

When the rates of interdiffusion for the two sublattices are comparable, the structure remains lattice-matched. The error function distribution is again used to describe the constituent atom compositional profiles after interdiffusion, which are shown in Figure 15(a). The $\text{In}_{0.53}\text{Ga}_{0.47}\text{As}$ well now changes to $\text{InGaAsP}$ with a larger energy bandgap which is lattice-matched.

**Fig. 15.** Profiles of (a) composition and (b) electron (c), hh and lh confinement potential for $L_z = 6$ nm, $L_d = 1$ nm and $Q_C = 60\%$, considering identical interdiffusion rates on group III and group V sublattices; (c) ground state transition energy variation with $L_d$. 
to the InP semi-infinite barrier. The results of Figure 15 show that after interdiffusion, the confinement profiles are no longer abrupt and the hh and lh profiles still coincide since no strain is present. The c1-hh1, c1-lh1 transition energies increase as disordering increases, which results in a bandgap shift to shorter wavelengths, as reported for disordered InGaAs/InP using for example S diffusion [77], as well as for disordered AlGaAs/GaAs [106] where the interdiffusion process is much better understood. The change in the c1-hh1 transition energy in going from $L_d = 0$ to 10 nm corresponds to a shift to shorter wavelengths of about 400 nm, from about 1.4 $\mu$m to about 1.0 $\mu$m, which is much larger than that for InGaAs/GaAs [123], and is a direct result of the compositional changes brought about by the disordering process. The c1-hh1 and c1-lh1 transition energies converge as $L_d$ increases so that in the disordered InGaAs/InP structure the separation between the two transition energies almost reduces to zero. Since the disordered structure remains lattice-matched, the hh and lh confinement profiles still coincide, and the difference between the two transition energies is simply the result of the different quantization effects for the hh and lh due to their different effective masses. As interdiffusion proceeds, an effectively wider well results [112] and the difference in the quantization effects for the hh and lh therefore decreases. This is in contrast to the results obtained above for the case of cation interdiffusion in InGaAs/InP where the presence of strain results in increased separation between the c1-hh1 and c1-lh1 transition energies.

4 POTENTIAL APPLICATIONS

Strain and interdiffusion both have, independently, important potential applications in several QW photonic devices, particularly in the case of lasers, optical amplifiers, waveguides, and modulators, while interdiffusion also facilitates monolithic integration. The possibility of combining the effects of strain and interdiffusion provides a more powerful tool for the bandgap engineering that is required for device performance optimization and for photonic and optoelectronic integration.

It has been seen that QW intermixing of In$_{0.53}$Ga$_{0.47}$As/InP can result in simultaneous shifting of the effective bandgap and the introduction of strain in the structure. One important application area is in laser structures, since the single process of post-growth QW intermixing could be used to achieve monolithic integration while at the same time the induced strain would provide the enhanced performance associated with strained QW lasers.

In lattice-matched quantum wells the valence band has a larger density of states than that of the conduction band. This tends to increase the carrier concentration required to obtain the population inversion necessary to have
enough optical gain. As already noted, in-plane compressive strain leads to a splitting of the heavy and light hole valence bands and a lowering of the effective hole mass parallel to the interface. This reduction in the density of states in the valence band allows the population inversion needed for lasing to occur at lower threshold currents [27,28], while the lighter hole mass also results in an increased modulation bandwidth compared to lattice-matched QW lasers [126]. Offsey et al. [127] reported significantly improved performance in an InGaAs/GaAs compressively strained QW laser. Tiemeijer et al. [128] reported a much better performance, than predicted by theory, for lasing from the electron-light hole transition in a tensile-strained InGaAs/InP MQW active layer. Experimental results demonstrated a higher differential gain, reflected in a low linewidth enhancement factor, a lower threshold current, and improved modulation bandwidth (compared to a compressively strained MQW laser), which are essential properties for high-speed, narrow linewidth, low-chirp semiconductor lasers for high bit-rate optical-fibre communications.

QW intermixing has also been applied to both GaAs-based [52, 129] and InP-based [54] laser structures for improved performance as well as for wavelength tuning, with high material quality being maintained after the intermixing process.

Thus, since the interdiffusion process in lattice-matched InGaAs/InP QWs can lead to either a compressive or a tensile strain, and the type and amount of strain introduced can be controlled by the process, QW intermixing of In$_{0.53}$Ga$_{0.47}$As/InP QWs is an attractive technique for optimising QW laser structures, both in terms of performance parameters as well as lasing wavelength, and at the same time integrating the laser structure with other photonic devices.

One of the consequences of separating the hh and lh levels due to quantum size effects is that QW structures exhibit strong polarization dependence, since TE polarization interacts mainly with heavy holes while TM polarization interacts with light holes. This polarization sensitivity is, however, an undesirable property in a number of applications. For instance, since optical signals propagating along optical fibres do not usually maintain light polarization, there is a need for polarization independent semiconductor laser amplifiers, as well as modulators, for optical communication systems. New high-speed applications such as in-line optical pulse reshaping and retiming, and optical demultiplexing [130] require polarization insensitivity. By introducing the right type and amount of strain in a QW structure the separation of the hh and lh levels can be counterbalanced, leading back to degeneracy of the hh and lh states, and resulting in polarization insensitivity.

Polarization-insensitive devices have been demonstrated using as-grown tensile-strained structures, including an optical amplifier [131], phase modulator [132], and lasers [128]. Polarization-independent electroabsorption
Fig. 16. Photocurrent spectra of four different implantation sections of the waveguides for TE (solid line) and TM (dashed lines) polarization, in the absence of applied field. The curves A, B, C and D correspond to SiO₂ mask layer thicknesses of 2.2, 1.2, 0.65 and 0 μm, respectively.

Fig. 17. Signal gain characteristic for TE (solid line) and TM (dashed lines) polarizations for the as-grown material and intermixed section (curve D of Figure 16).
Fig. 18. Absorption coefficient spectra for TE and TM polarization for the interdiffused InGaAs/InP quantum well at $d' = 1.41$ nm, calculated for applied electric field $F = 0$ kV/cm (solid line for TE, dotted line for TM) and $F = 100$ kV/cm (short-dash for TE, long-dash for TM).

[133], as well as switching in a directional coupler [134], using as-grown tensile-strained InGaAs/InP QW structures have also been reported. However, a different approach is possible, where, again, the use of strain introduced by QW intermixing is the key to achieving the required property, in this case, polarization insensitivity. The feasibility of this approach has been recently demonstrated by J.-J. He et al. [135]. A polarization-insensitive InGaAs/InGaAsP/InP amplifier using QW intermixing has been implemented. The as-grown structure, consisting of five In$_{0.53}$Ga$_{0.47}$As QWs in an In$_{0.74}$Ga$_{0.26}$As$_{0.57}$P$_{0.43}$ active region clad with InP, was nominally lattice-matched. The structure was implanted with high-energy phosphorus ions at a substrate temperature of 200°C followed by rapid thermal annealing at 700°C for 90 s. Three sections of the QW structure were differently intermixed by varying the energy of the ions reaching the QW structure, through the use of different SiC mask layer thicknesses, and their performance compared to the as-grown structure. The degree of intermixing increases from section A (left as-grown) to sections B, C, and D, respectively.

Photocurrent spectra of the intermixed regions of the sample observed under no external bias are shown in Figure 16. It can be seen that the
absorption edges in the B, C, and D sections are blue shifted with respect to
the as-grown section A, and that the difference in the absorption edges for
the TE and TM modes is reduced as the degree of intermixing increases. For
section D, the TE and TM absorption edges overlap, indicating that the light
and heavy hole states are now degenerate. This is confirmed by the plots of
signal gain for the TE and TM modes as a function of wavelength, shown in
Figure 17, thus showing the polarization insensitivity of the intermixed QW
structure.

Polarization-insensitive electroabsorption using QW intermixing has also
been theoretically investigated [125]. Figure 18 shows calculated TE and TM
absorption spectra, in the absence of and with the application of, an electric
field, obtained using the model presented earlier. The QW intermixing process
can be optimized in order to obtain the required insensitivity.

The blue shift in the absorption edge and the reduction in the difference
between the TE and TM mode absorption edges, resulting in polarization
insensitivity, are consistent with the results of the model discussed above,
for a dominant group V interdiffusion process. Since interdiffusion on one
sublattice dominates, strain is introduced into the intermixed QW structure,
and for group V interdiffusion tensile strain results. It is the presence of
this tensile strain which balances the splitting of the hh and lh ground
state subbands leading to the condition of degeneracy, and thus polarization
insensitivity.

5 SUMMARY AND FUTURE TRENDS

Strain can be introduced into lattice-matched QW structures by means of post­
growth QW intermixing. Reported experimental results of In$_{0.53}$Ga$_{0.47}$As/InP
QW interdiffusion using different intermixing techniques show that both
compressive and tensile strain can result from the intermixing process. De­
tailed modelling of the compositional, strain, and carrier confinement profiles
after intermixing is necessary to enable optimization of the intermixing
process in order to exploit fully the potential of this technique. This ability of
introducing strain during QW intermixing provides a powerful and feasible
tool in fabricating high-performance devices and in implementing photonic
integration. The potential of the process has already been demonstrated in
prototype applications.

Future applications will demand improved performance of photonic
devices, a reduced number of process steps in fabricating these devices,
and an increased level of photonic and optoelectronic integration. The
approach presented in this chapter starts with the relatively simple process
of growing a lattice-matched QW structure, and then utilizes the potential
of QW intermixing to achieve both localized modification of the bandgap,
which is necessary for monolithic integration, as well as to obtain enhanced device performance that results when strain, either compressive or tensile, is introduced into the QW structure.
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1 ABSTRACT

Progress in the development of ion implantation enhanced quantum well shape modification as a technique for monolithically integrating optoelectronic devices of varying functionalities is reviewed. Fundamental issues related to the physics of the technique, both material issues and device issues, are considered and the performance of both discrete and integrated devices is discussed. The main conclusion of this review is that there are no inherent drawbacks to the utilization of this technique and some serendipitous advantages but that more work on reproducibility and reliability is required to ensure commercial viability.

2 INTRODUCTION

The possibility of accurately and precisely modifying the optical properties of epitaxial semiconductor heterostructures in a spatially selective manner has exciting device implications. An important, long range, objective is the monolithic integration of optical, optoelectronic and electronic devices for optical communications and other purposes. This requires precise lateral and vertical modification of the optical parameters and electrical characteristics of such layers. Controlled interdiffusion of barrier and well atoms across quantum well (QW) heterointerfaces could satisfy these requirements by modifying as-grown QW shapes and thereby their quantized energy levels. It has been shown that, by employing such techniques, optical bandgap energies can be altered, the quantum confined Stark effect can be enhanced, and polarization sensitivity of certain InP-based QW structures can be reduced.

However, it should be made clear at the outset that there is an inherent trade-off between fabrication simplicity and device performance. Ideally, a photonic integrated circuit (PIC) should contain optimized optoelectronic devices; that is, each device should have a unique structure (layer thickness, doping, strain, etc.) which permits it to perform at a maximum efficiency. Usually this implies that different devices have different structures. For example, a laser diode may operate most effectively by incorporating several narrow QWs in its waveguide structure, modulators might need a similar waveguide structure but with a higher energy bandgap and, perhaps, a larger
number of QWs, whereas a transparent waveguide structure required to transport the optical beam around a planar waveguide circuit would have minimum loss only if it possessed a larger bandgap and no QWs.

The most straightforward method of fabricating such an optimized PIC would be to grow each structure in turn, using etch steps between growths to remove material wherever it is not required and replacing it with a different material structure. Although straightforward in principle, commercial viability is another issue. Growing high quality semiconductor layers in a modern epitaxial growth chamber, whether metal-organic chemical vapour deposition (MOCVD), molecular beam epitaxy (MBE), or any of their variants (CBE, gas-source MBE, etc.) is still something of an art. Adding etching steps between growths on the same substrate usually reduces the yield to low levels, especially if multiple etch-and-regrow processes are needed. Thus, developing a PIC fabrication procedure which requires only a single growth step epi-wafer has an enormous potential advantage — fabrication simplicity leading to higher yields.

This is the lure and the promise of QW shape modification. In principle, multiple etch-and-regrowths are replaced by a single standard epitaxial growth followed by a simple bandgap modification procedure. [Selective area growth for PICs, which also uses a single growth run, requires complex and intricate control of growth parameters, which also impacts yield.] The trade-off is that a single semiconductor waveguide, incorporating QWs, must perform multiple functions in, at least, an adequate fashion. This is not as difficult a task as it may appear. It has long been known, for example, that a reverse biased laser diode structure can perform adequately as a photodetector. In fact, simple PICs consisting of a laser with a rear facet photodetector (essentially the laser structure under reverse bias) have been developed by several research institutes. Further, as will be pointed out later in this review, in some instances QW shape modified waveguide devices, such as quantum confined Stark effect modulators and optical amplifiers, can have enhanced performance compared with standard structures.

2.1 Early Studies

Semiconductor QW shape modification as a technique for altering the optical properties of semiconductor heterostructures in a spatially selective manner has a history which can be traced back many years. In hindsight, controlling QW optical properties with this process is self-evident due to two fundamental realities. First, the optical properties of quantum wells are critically dependent on their exact structure (well width and composition, barrier composition, bandgap offsets, strain, and, of particular importance in this discussion, QW shape). Second, quantum wells are inherently metastable structures. In principle, if we wait long enough, even at room temperature, eventually
the atoms of the well layer will completely interdiffuse with those of the barrier layers due to the chemical concentration gradient across the well, producing an amorphous alloy in place of the quantum well. It has been known for some time that this process can be enhanced, given the proper external perturbations. These include the presence of defects and impurities, elevated temperatures, and strain. In 1983, in one of the first studies of this effect, elevated temperatures were employed to blue shift GaAs/AlGaAs QW lasers using layer interdiffusion [1]. The goal was to increase the bandgap of the well material. A more systematic investigation in 1986 determined the interdiffusion rate of Al and Ga in undoped GaAs/AlGaAs QWs annealed at elevated temperatures (650 to 910°C for 1 to 6 hours) [2]. For the first time, fundamental bandgap energy changes, resulting from QW shape modification, were conveniently monitored by measuring low temperature QW photoluminescence (PL) spectra. The PL peak from a QW is generated by fundamental radiative transitions across the forbidden gap (energy bandgap) in energy-momentum space. (An earlier attempt to determine interdiffusion rates by utilizing compositional profiling with sputter Auger techniques was somewhat inconclusive due to experimental complications [3].) Such PL studies have become the standard technique for investigating the bandgap energy changes due to QW intermixing in many different material systems [4].

The GaAs/AlGaAs QW study [2] showed that interdiffusion of Al and Ga atoms across the well/barrier interface is very small at temperatures of 650–750°C but significant for temperatures greater than 800°C. This presented the possibility of spatially selective QW shape modification if some efficient and simple technique for enhancing interdiffusion at lower temperatures (650–750°C) in specified areas of a QW epi-wafer could be found.

At about the same time as these studies, several groups were fabricating buried QW waveguide device structures such as lasers and waveguides by completely disordering QWs on either side of the guiding region [5]. This was accomplished by diffusing impurity atoms, such as Zn, into the structure at elevated temperatures. The presence of the impurity atoms increased the interdiffusion across the well/barrier interface to such an extent that no visage of the QWs could be observed after annealing. The QWs were replaced by an alloy formed from the well and barrier material. Guiding structures could be fabricated using this technique since the bandgap energy, and thus the effective index, of the disordered alloy is different from that of the original QW material. However, the quality of the disordered material was generally lower than that of the starting QWs, as judged by PL intensity, loss, etc. and the advantages of QWs in device structures was lost. Thus interest shifted to developing techniques for modifying the shapes of QWs in a spatially selective manner without destroying their properties altogether. The
remainder of this paper will focus on techniques for less drastic alterations of QW shapes which, in principle, should cause minimum degradation of structure quality and permit the device structure to retain or enhance the advantageous properties of quantum wells.

2.2 Ion Implantation Induced QW Shape Modification

One of the fundamental issues in QW shape modification has always been the reliability, reproducibility, and simplicity of the spatially selective enhancement process. Early work, using impurity free QW shape modification in GaAs/AlGaAs QWs, utilized Ga vacancies formed in GaAs at elevated temperatures under a SiO₂ cap layer. The technique was found to produce large bandgap shifts [6]. It is believed that Ga vacancies are the main contributors to the process, although strain (which develops between the dielectric film and the semiconductor) and Si diffusion may also enter into the process (provided that the thermal anneal is short and hot, ion transport is not believed to be an important mechanism for QW shape modification – see later) [7]. The SiO₂ cap absorbs Ga atoms during the anneal process, leaving Ga vacancies behind in the GaAs. These diffuse down into the QW region and enhance the interdiffusion mechanism at the well/barrier interface. Unfortunately, the process, while effective, was not very reproducible. The difficulty appeared to be related to the porosity of the deposited SiO₂ cap layer and/or the semiconductor surface treatment.

A way to bypass this problem is to produce vacancies using ion implantation. The idea is to produce damage, and therefore vacancies (among other entities), near the surface of the structure. These, then diffuse into the depths of the structure during rapid thermal anneal (RTA), as with the SiO₂ cap procedure. Everything in the procedure is identical with the dielectric cap technique, except the technique for generating vacancies near the surface. Ion implantation, as a method for producing vacancies, has the virtues of being simple, of being insensitive to surface morphology or conditions, of being highly reproducible, and of being compatible with any material system. The intermixing effect is due to the thermal diffusion of vacancies generated in the surface region of the sample, not due to deposition of ions deep in the structure in the middle of the QWs as is the case in other ion implantation intermixing techniques [8,9].

An early attempt (1982) to disorder a GaAs/AlAs QW structure by implanting silicon directly into the QWs produced material with a small blue shift and weak PL [8]. A later effort was more successful. Localized Ga⁺ implantation led to the enhancement of the Ga/Al interdiffusion by about two orders of magnitude [9]. Further, complete recovery of the optical quality, as judged by the cathodoluminescence intensity of the material, was observed after RTA. However, the more general observation is that
implantation damage directly introduced into the QW region is not consistent with maintaining optical quality, even if the implantation is followed by an anneal process [10]. This issue will be discussed in more detail later.

3 FUNDAMENTAL PHYSICS OF QW SHAPE MODIFICATION

In this section we will consider factors which govern the magnitude of the QW shape modification process and the resultant fundamental bandgap shift. To simplify concepts, many examples will be taken from the lattice matched GaAs/AlGaAs QW material system so as to eliminate the influence of strain on these processes. The specific effects of strain on QW interdiffusion will be discussed later. Also, some examples of SiO₂ cap modified QWs will be used as the influence of vacancy generation and diffusion direction are exceptionally clear in this technique. However, the focus of this paper remains ion implantation enhanced QW shape modification and in all cases, the physics inferred from other techniques, such as SiO₂ capping, will be directly applicable to that technique.

3.1 Parameter Space

The magnitude of the effect of QW shape modification on the optical and electrical properties of a given QW are dependent on a number of parameters, which can be grouped into three areas: those parameters relating to the QW structure itself, those dealing with the details of the generation of the shape modification enhancing entities (e.g., vacancies), and those having to do with the process itself (i.e., the anneal process). Unless otherwise specified, all of the experimental results given below will be based on ion implantation QW shape modification.

3.1.1 QW Structure

As illustrated in Figure 1, the effect of enhanced QW shape modification is, to first order, an increase the bandgap energy of the QW material (\( E'_{g} > E_{g} \)) due to the movement of barrier atoms into the well material and a rounding of the as-grown, abrupt QW interfaces, which are typical of epitaxial growth. This rounding-off process is usually modeled by a symmetric error function [11] or a modified Poschl-Teller potential [12]. Since the net effect of thermal annealing is to move barrier atoms into the well material, this necessitates that a blue shift of the QW PL peak be produced; i.e. the bandgap energy of a single QW is always increased by this mechanism (assuming unstrained material before and after processing). The maximum increase possible occurs when a wide QW (with bandgap energy, \( E_{g}^{\text{well}} \)) is completely intermixed with the
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Fig. 1. Schematic diagram illustrating the effect of well/barrier interdiffusion on the shape and bandgap energy of quantum wells.

barrier material, \( E_g^{\text{barrier}} \), yielding a total blue shift of about \( E_g^{\text{barrier}} - E_g^{\text{well}} \). Thus the maximum bandgap shift possible in a given QW material system is equal to the total “depth” of the well (i.e., the sum of the conduction and valence band QWs). This is the fundamental limit on the bandgap shift due to QW interdiffusion which can only be modified by changing the initial structure of the QW.

For a given amount of mass transport across the well/barrier interface, the increase in QW bandgap will be a sensitive function of the original amount of material in the well, which, of course, depends on the well width. Thus, there is a strong dependence of the magnitude of bandgap shift on the QW width. However, this dependence is not a monotonic function of width. (see, for example, Figure 2 — in this case, QW shape modification in a sample containing a series of QWs of differing widths was accomplished by the SiO\(_2\) cap technique, so that the source of intermixing-enhancing vacancies was known to be generated at the surface of the structure. Thus, there is no “resonance” effect of bandgap energy shifts due to the location of the generated vacancies with respect to the position of the QWs.). Note that intermediate width QWs (~ 4 nm) experience the largest shifts. This behavior is a direct consequence of the dependence of the QW transition energy on QW width. QW energies are weak functions of width for very wide and very narrow QWs, regions where asymptotic bandgap energy values are being approached (\( E_g^{\text{well}} \) for wide QWs and \( E_g^{\text{barrier}} \) for narrow QWs). The most rapid change in QW bandgap energy with well width takes place in QWs of
intermediate width. (For a similar reason, the maximum PL half width of a QW, due to inherent fluctuations in typical QW widths, occurs at intermediate well widths. In the case of GaAs/Al$_{0.38}$Ga$_{0.62}$As QWs, the maximum PL half-width occurs at a well width of about 2 nm [13]. Thus changes in the effective QW width, and depth, induced by intermixing produce the largest changes in QW transition energies in QWs whose bandgap energies lie away from relatively flat asymptotic regions, i.e., those with intermediate widths.

This dependence (but not the absolute magnitude of bandgap shifts) is independent of the depth of QWs from the surface of the structure. This was readily verified by measuring the PL blue shifts of two multiple QW samples (i.e., material which contained a series of QWs of different widths, each of which could be studied independently using PL spectroscopy) which are similar except for the vertical ordering of the QWs with respect to width. The normal sequence had five QWs with widths increasing with increasing distance from the surface while the inverted sequence had decreasing widths. There was no significant difference in the dependence of bandgap energy shifts on the QW width, as is evident in Figure 2 [14]. In both cases, the maximum blue shift occurred for QWs with widths of the order of 4 nm. The difference in the absolute magnitude of the bandgap shifts in these two samples, which were processed under nominally identical dielectric
deposition and annealing conditions, is illustrative of the reproducibility problem with the SiO₂ cap technique.

Normally when QW shape modification due to enhanced interdiffusion is modeled, the assumption is made that the quantum well changes shape in a symmetric fashion. Then an error function, or some similar arithmetic function is utilized at each interface to approximate the interdiffused shape and to calculate the resulting change in bandgap energy. However, if the intermixing is due to a unidirectional diffusion of vacancies from near the surface into the depths of the sample structure (the case when low energy ion implantation is used and definitely so for SiO₂ capped interdiffusion), there would be an expectation of some asymmetry present in the shape of the modified QW. Although experimental manifestations of effects due to asymmetry are subtle and difficult to observe in single QWs, in coupled double quantum wells (CDQW) they can be pronounced [15]. CDQWs are heterostructures in which two QWs are separated by a barrier narrow enough to allow overlap between electronic wavefunctions of the quantized levels in the wells and thus to permit interaction and splitting of QW energy levels. In symmetric CDQWs, the wave functions of the split levels are purely symmetric or antisymmetric and selection rules dictate that only transitions between conduction and valence band levels with the same symmetry are allowed [15] However, symmetry-forbidden transitions can dominate the photoluminescence excitation spectrum (PLE — analogous to an absorption spectrum) when moderate symmetry-breaking electric fields are applied [16]. [In addition, the electric field reduces the energy of the lowest energy exciton transition in a CDQW (Stark effect).] Assuming that RTA of SiO₂ capped CDQWs produces the same type of interface rounding as in SQWs, it might be possible that the RTA induced reduction in height of the narrow barrier between the coupled QWs would produce an increase in coupling between the two wells which would, in turn, decrease the energy of the lowest energy exciton transition. In the PLE spectrum, assuming the CDQW remained symmetric, only the four allowed transitions (coupling states with the same symmetry) would be observed but their energies would change as the coupling increased. Two of the transitions (symmetric to symmetric) would decrease in energy and two (antisymmetric to antisymmetric) would increase in energy. Thus the Stark effect (or, equivalently, the presence of asymmetry in the structure) and increased coupling both decrease the energy of the lowest lying exciton transition (which is observed in PL). However, by studying the PLE spectra the presence of asymmetry in the CDQW (giving rise to symmetry forbidden transitions) after processing can be uniquely ascertained.

The effect of heat treatment on the PLE spectra of an undoped CDQW sample is illustrated in Figure 3 [17]. On the left side of the figure, 5K PLE spectra of four pieces of the undoped CDQW wafer either untreated (as-grown) or heat treated (SiO₂ capped RTA at 800, 825 and 875°C) are
presented. For comparison, on the right side, 5K PLE spectra of a p-i-n CDQW sample, subjected to various electric fields, are shown. It is clear that the spectrum of the undoped, as-grown piece (bottom left) is identical to that of the p-i-n CDQW when the internal electric field is zero (bottom right). Only the four symmetry allowed transitions (labeled 1, 3, 6, and 8) are observed. In an electric field (right side), symmetry-forbidden transitions (2, 4, 5, and 7) become possible, and these increase in magnitude to dominate the spectrum when the heterostructure asymmetry is large [for example, when $E = 17.7$ kV/cm (top right)] while symmetry allowed transitions become weak since they become spatially indirect (i.e., they connect electrons in one well with holes in the adjacent well). On the left hand side of Figure 3, as the RTA processing temperature is increased, normally symmetry-forbidden transitions become observable and symmetry-allowed transitions become weak (see top left). Also, the lowest energy transition decreases in energy as the anneal temperature is increased (left) [or as the electric field is increased (right)]. In addition, the lifetime of the lowest energy transition in the CDQW annealed at 875°C is double the lifetime of the as-grown sample and equivalent to the lifetime observed in the p-i-n CDQW subjected to an electric field of 33 kV/cm. These similarities are strong evidence that undoped
CDQWs subjected to vacancy enhanced thermal annealing, due to surface generated vacancies, have their shapes modified in an asymmetric fashion.

It is possible to speculate that this occurs due to the non-reciprocal nature of the vacancy enhancement process at the well/barrier interface. That is to say, vacancies reaching the interface from the barrier side (that is, directly from the large bandgap side of the interface) may have a different magnitude of influence on the interdiffusion process compared with vacancies reaching the interface from within the QW (that is, from the low bandgap side). Further, if significant gettering takes place (that is, if the first interface encountered by the vacancies somehow neutralizes or traps them reducing their number) the interdiffused QW will have skewed or non-symmetric interfaces. Whatever the cause, the experimental evidence from CDQWs seems clear: QWs interdiffused using a uni-directional enhancement technique are not symmetric. This implies that more sophisticated models, taking asymmetry into account, are needed to interpret experimentally measured bandgap shifts due to QW shape modification. (Attempts to fit ion-implantation-enhanced PL shifts from a series of GaAs/AlGaAs QWs with different widths using a symmetric error function with a single diffusivity constant have proven unsuccessful [18]. Note, however, that this was shown to be possible if isotropic enhancement of QW interdiffusion is performed [2]. In this case, only elevated temperatures were utilized to enhance interdiffusion resulting in symmetrically interdiffused barriers.)

3.1.2 Ion Implantation Conditions

The magnitude of the shape modification experienced by a particular QW due to ion implantation is a direct consequence of the ion damage generation process. The number, type, and location of vacancies, interstitials, and other defects have a significant impact on the QW interdiffusion process. In initial studies, ions were implanted directly into the QW region in order to effect as large a change as possible in the QW shapes [8]. However, this had a tendency to inflict such damage on the QWs that they sometimes didn’t recover their full optical quality (as judged by the intensity and shape of their PL spectra) even after extensive annealing. Studies of shallow ion implantation demonstrated that significant bandgap energy blue shifting was possible, even when the ion induced damage was well removed from the vicinity of the QWs [6,19]. This was considered a consequence of the large diffusivities of certain of the damage species. The exposition in this section will deal mainly with shallow ion implantation since the complications are fewer than when ions are directly implanted into QWs. Furthermore, since the penetration depth needs to be well controlled, implantations are usually performed off-axis (i.e., away from the crystallographic axis of the epitaxial layer) in order to minimize channeling effects.
Blue shifts of the bandgap energies of three GaAs/AlGaAs QWs with differing widths (QW1: 5 nm; QW2: 8 nm; QW3: 20 nm) as a function of the thickness of an AlGaAs overlayer lying between the QWs and the surface. (reference 21)

(Implantation using focused ion beams (FIB) has also been utilized to write spatial patterns directly onto wafers, eliminating the need for a mask [20]. However, this is a slow process unlikely to be commercially viable.)

It is generally understood that, since vacancies and interstitials (among all the types of defects produced by ion implantation) have the largest diffusivities, they are the main players in the interdiffusion enhancement process. There is substantial direct and indirect evidence to support this thinking, as will be pointed out in this section.

First, it is understood that SiO$_2$ capped QW shape modification relies mainly on vacancies (there is some contradictory evidence of strain playing a role). And since it has been shown to produce large bandgap blue shifts, the presence of vacancies is probably an important component of the mechanism. The implication is that this is true even in the ion implantation technique. The data in Figure 4 (from a SiO$_2$ capped QW shape modification experiment) demonstrate that vacancies can enhance QW shape modification even in QWs located two microns below the surface of the structure [21]. Clearly this is evidence that vacancies can diffuse long distances when subjected to elevated temperatures. Interstitials (i.e., ions located between lattice planes) are also known to diffuse rapidly and for large distances in semiconductor crystals. Thus it is assumed that they are also
important in the ion implantation induced shape modification mechanism, although there is less direct evidence of their influence.

It is to be expected that the total bandgap energy shift should be a direct function of the number of enhancing species (vacancies, interstitials, etc.) generated by the ion implantation process at a fixed implantation energy. Figure 5 demonstrates that this is the case, but, generally, only for low fluences [19]. In this experiment, 35 keV As$^+$ ions were implanted into the structure to a depth of about 16 nm, which is well removed from the GaAs/AlGaAs QWs located some 300 nms below the surface. It appears to be a general phenomenon that as the total number of ions impacting the samples increases, the bandgap energy blue shift first increases monotonically, reaches a maximum, and then decreases. This behaviour is independent of QW width, as illustrated in Figure 5. It has also been observed in most material systems studied and is thought to be related to amorphization. This is a process by which, at large ion fluences, the high density of generated defects leads to clustering of vacancies (and other enhancing defects) and to the formation of extended defects. These complexes have much lower mobilities than single vacancies and so do not contribute significantly to the interdiffusion process taking place below the implantation region.
This would tend to reduce the utility of shallow ion implantation induced interdiffusion since the maximum achievable bandgap shift is much smaller than the theoretical maximum discussed above. However, the annealing procedure not only activates the interdiffusion process at the QWs, it also removes much of the damage caused by the ion implantation and returns the material close to its initial state. This suggests that another ion implantation step, followed by another anneal, would produce a bandgap shift similar to that observed originally. This is indeed the case, as can be seen in Figure 6 [22]. When only an anneal (without an implant step) was performed, no change in PL energies was observed, demonstrating the necessity of the presence of implantation induced defects for the interdiffusion process. In principle, this procedure can be repeated indefinitely until the QW is completely interdiffused with the barrier material. This is a tedious procedure, however. Multiple implants and anneals is more useful as a technique for producing, say, areas with two or three different QW bandgaps on a single chip.

The effects of the identity of the ion species on the implantation process are two fold. First, for a fixed implantation energy, the heavier the ion, the greater the damage and the larger the number of defects produced. However, large numbers of defects may give rise to extended complexes
which reduce the interdiffusion process. There is some evidence to suggest that implantation of low mass ions (i.e., H\(^{+}\), protons) has some advantages \[23\]. Protons preferentially produce discrete (point) defects which are more efficient in QW shape modification, as discussed above. In fact, up to doses of \(5 \times 10^{16} \ \text{H}^{+}/\text{cm}^{-2}\), there is no indication of saturation effects. However, being light, protons penetrate large distances, even for low energy implants, and may leave some damage in the active layers after annealing. A significant broadening of the PL peaks may be an indication of this effect. In any case, developing efficient masking material for such long ranging ions may be a challenge.

Secondly, the electrical activity of the implanted ion must be considered. Implanting with an ion species which is normally electrically active in the semiconductor (e.g., Si\(^{+}\)) adds a complication if these species diffuse during the anneal procedure. Their presence, especially if dispersed throughout an active device structure, may degrade its performance. On the other hand, there may be instances in which it is desirable to add active impurities into the structure, to create an ohmic \textit{p}-contact, for example, and, to increase the bandgap of the QW material. This could be accomplished simultaneously using implantation of electrically active impurity ions. However, little research has been undertaken on this possibility so far. Most work has been performed using electrically neutral ions to generate QW shape modifying defects; generally As\(^{+}\) for GaAs-based QWs and P\(^{+}\) for InP-based QWs.

Other parameters which need to be considered include sample temperature during implantation, implantation rate, and implantation energy. There have been studies suggesting that the magnitude and nature of ion-implantation-induced damage is a sensitive function of both the substrate temperature during implantation \[24\] and the dose rate \[25\]. Initial studies in the InGaAs/GaAs QW system indicate that sample temperature during implant has little effect on the magnitude of PL shift achieved (only a small increase in PL peak energy was observed) but a large effect on the quality of the QWs after processing (the PL intensity doubled when samples were implanted at temperatures a couple of hundred degrees above room temperature.) \[26\]. Furthermore, low dose rates also increased PL intensities. However, much more research is needed to completely understand the effects of these parameters on the QW shape modification process. [The procedure described in this review needs to be differentiated from ion mixing, a technique in which ions are implanted into QWs held at elevated temperatures (a significant fraction of the growth temperature). Although this procedure yields significant enhancement of the QW shape modification effect, sample quality suffers significantly \[27\]].

The situation regarding the effect of ion implantation energy on QW shape modification is even more complicated since an increase in ion energy not only generates more vacancies, interstitials, etc. but also changes
their distribution in the structure. Thus, as the ion implantation energy is increased, during implantation into a typical QW structure, defects are initially generated above a QW region, then directly in the QWs, and finally in a region beyond the QWs. The effect of ion energy on the distribution of damage in the structure can be estimated using computer modeling programs such as TRIM. This is illustrated in the lower halves of Figures 7a and 7b [28]. Figure 7a present results for GaAs-based QW structures while Figure 7b relates to InP-based QWs. The two curves at the bottom of each figure present the net production of vacancies in the structure (open circles) and specifically in the QW region (close circles). Comparison of these curves with the measured bandgap energy shift of each QW system in the top of each figure is enlightening. In each structure, an ion implantation energy of about 3–4 MeV is required before the ions generate significant vacancies directly in the QWs. However, in the InP QW case (right side), there is a clear correspondence between the total number of vacancies generated in the whole structure and the bandgap shift. In the GaAs QW case, the correspondence is closer between the number of vacancies generated in the QWs and the bandgap shift. This implies that vacancies in InP-based structures diffuse more freely throughout the material than is the case in GaAs based structures and can enhance QW interdiffusion even if they are generated near the surface, for example, well away from the QWs.

This result appears to contradict the assertion made above that vacancies in GaAs QWs can diffuse long distances from the surface and enable QW shape modification deep within the structure. This anomaly has been known for some time and although its cause is not clear, it appears related to the interface gettering effect alluded to earlier. There is evidence that GaAs/AlGaAs QWs with high Al compositions impede vacancy diffusion through some mechanism. Most of the work cited above (especially that involving SiO₂ capped QW intermixing) utilized GaAs/AlGaAs QWs with relatively low Al compositions (typically 12–20%). When attempts were made to repeat some of the experiments in structures with higher Al compositions (30% and greater), no blue shifting could be observed [29]. There is also evidence that the quality of the substrate material on which QW structures are grown has a significant effect on the magnitude of QW shape modification. In reference 4, for example, it is postulated that the presence of dislocations in the substrate wafer can getter species, such as native point defects or impurities, which are involved in the interdiffusion process. Thus, wafers which have fewer dislocations experience the largest blue shifts during annealing procedures. To reiterate, the cause of this apparent discrepancy between SiO₂ capped and high energy ion implantation QW shape modification in GaAs/AlGaAs QW material is unknown. However, until both types of experiments are performed on samples from the same wafer and under similar conditions, the causes of this dichotomy remain in the realm of speculation.
Fig. 7a. Upper curves: Bandgap energy shifts as a function of ion implantation energy for GaAs/AlGaAs QWs after rapid thermal annealing for different anneal times. Middle curves: Full-widths of PL peaks shifts as functions of ion implantation energy for GaAs/AlGaAs QWs after rapid thermal annealing for different anneal times. Lower curves: The calculated relative number of vacancies produced at the depth of the GaAs/AlGaAs QW (closed circles) and the total number of vacancies generated by each ion (open circles) as functions of ion energy (reference 28).
Fig. 7b. Upper curves: Bandgap energy shifts as a function of ion implantation energy for InGaAs/InGaAsP QWs after rapid thermal annealing for different anneal times. Middle curves: Full-widths of PL peaks shifts as functions of ion implantation energy for InGaAs/InGaAsP QWs after rapid thermal annealing for different anneal times. Lower curves: The calculated relative number of vacancies produced at the depth of the InGaAs/InGaAsP QW (closed circles) and the total number of vacancies generated by each ion (open circles) as functions of ion energy (reference 28)
3.1.3 Anneal Parameters

In some ways, the most difficult parameters to control in this QW bandgap shifting technique are associated with the annealing conditions. This is a problem for any QW shape modification technique which requires an annealing step and is especially difficult in the case of rapid thermal annealing. For example, absolute temperatures are notoriously inaccurate and unreliable and the ambient environment can have a significant effect on the success of the anneal. Furthermore, reproducibility and uniformity are always important issues. Unfortunately, no comprehensive study of these issues has been undertaken and so every researcher must determine the unique optimum annealing conditions for his/her own annealing set-up. Not only does this complicate the analysis of experiments but makes problematic comparisons from lab to lab.

The fundamental issue in this thermal process is the trade-off between anneal temperature and anneal time. A long anneal time in conjunction with a relatively low temperature produces similar bandgap shifts due to QW shape modification as short anneal times coupled with high temperatures. A major difference between these two procedures is related to the diffusivity, during RTA, of the enhancing species. It has been demonstrated that, at high temperatures, and relatively short anneal times (20 seconds or less) only vacancies participate in the QW shape modification process [30]. Implanted ions diffuse negligibly during the RTA and therefore play only a minor role. “Impurity” enhanced intermixing requires much longer anneal times and, therefore, lower anneal temperatures, due to the volatility of semiconductor materials.

Thus another major issue, which needs to be considered is the volatility of the various semiconductor compositions in the sample structure. It is especially relevant when ion implantation is utilized to enhance the process since the anneal of these samples usually takes place in the absence of capping layers although, in principle, capping could be added to reduce loss of volatile elements during the anneal process. However, this would increase the number of processing steps and, perhaps, increase the complexity of the anneal by introducing unknown chemical reactions or thermal strain between the cap layer and the sample.

In the case of GaAs and InP based QW structures, most researchers opt for high temperatures and short anneal times due to the relatively high volatility of these III-V materials (As and P are the most volatile elements, respectively). For rapid thermal anneal (RTA) times of a couple of minutes or less, temperatures as high as 1000°C can be tolerated by GaAs QW structures provided that the overpressure of the volatile element can be increased in the anneal chamber. This can be accomplished by placing a sacrificial wafer, which desorbs the same element as the sample, on top of
the sample. A better scheme is to place the sample in a small, enclosed, pill-box-like graphite structure, the susceptor, whose function is to average the temperature anomalies of the RTA and to contain gases desorbed by the sample during anneal. Adding a specially treated cover wafer, which increases the volatile element overpressure, can also decrease morphology damage during anneal [31] Further, conditioning the susceptor by heating it up to a very high temperature (much higher than that normally used during RTA) with a sacrificial wafer so as to saturate the graphite with volatile elements also reduces sample surface damage during RTA.

The susceptor is heated by a number of high intensity arc lamps to a high temperature in a very short time. Ramp-up times on the order of seconds are possible with most commercial systems. Temperatures are monitored with optical pyrometers or thermocouples. Each has their advantages and disadvantages but neither is fully satisfactory. It is beyond the range of this article to explore further the intricacies of this processing step [32]

The goal of the annealing step is to raise the temperature of the sample to a level at which significant interdiffusion occurs in the implanted region of the wafer but a negligible amount in the as-grown, untreated region. The operating range is unique to each material system and is a function of the activation energy for self-diffusion. (If, for whatever reason (growth conditions, substrate quality, etc.) there are a large number of defects, dislocations, etc. in the epi-layers, gettering effects can produce a "modified" activation energy, so that blue-shifting is inhibited [4])

For the GaAs/AlGaAs system, activation energies are of the order of 5 to 6 eV [33], implying that significant self-diffusion occurs at temperatures of the order of 850 to 900°C. In the InP based material system, the "elbow" temperature can be 100°C or more lower. The "elbow" temperature is arbitrarily defined as that temperature at which significant QW shape modification occurs in as-grown material as determined by significant blue-shifting of the PL peak wavelength. It is determined experimentally for each material system by subjecting a series of samples (half with a QW enhanced interdiffusion region and half as-grown) to a fixed time anneal at different anneal temperatures. An example of this procedure is given in Figure 8 for the case of InGaAs/GaAs QWs [26]. The behaviour of the bandgap energy of a QW, with respect to that of an unannealed QW, is shown by the triangles for two different anneal times (30 sec, solid line and 60 seconds, dashed line). Up to a temperature of about 850°C, no significant change in the bandgap energy is observed. However, at higher temperatures significant blue-shifting occurs. On the other hand, for the enhanced interdiffusion pieces (ion implanted — circles), a significant blue shift has occurred even at the lowest temperature given in this plot (800°C). The presence of defects introduced by the implantation process has produced a large blue shift at temperatures at which thermally generated defects
are too few to effect significant interdiffusion. Note, however, that as the temperature is increased, the bandgap energy of QWs in the as-grown material increases more rapidly than that of the implanted QW material. At much larger temperatures self-interdiffusion dominates and both the as-grown and implanted QW material experience similar blue-shifting. Thus the optimum anneal temperature for spatially selective QW interdiffusion in this material system would be between 800 and 850°C. These temperatures produce the maximum blue shift (bandgap difference) between as-grown and ion implanted material.

Note that there is little difference between the measured shifts for 30 and 60 second anneals for the implanted QW material in Figure 8. The dose was kept small enough ($2.5 \times 10^{13}$ ions/cm$^2$) that vacancy complexes are negligible and a short anneal is sufficient to diffuse them throughout the structure. (However, for the case of the as-grown QW material, longer anneal times at higher temperatures can produce larger blue shifts since the interdiffusion process is a thermally generated process.) On the other hand, for large doses, complexes and extended defects are common. Longer anneal times allow these clusters to anneal out gradually providing a continuous, but not infinite, source of vacancies for further intermixing. This process is illustrated in Figure 9, [19] where the bandgap energy shifts of a series of GaAs/AlGaAs
QWs of differing widths as a function of the number of 15 second RTAs is presented. The ion implantation dose was $1 \times 10^{15}$ As$^+$ ions/cm$^2$. Note that as the effective length of the RTA is increased from 15 seconds to 75 seconds, the QW bandgap energies continue to increase. There is some indication that the blue shifts of the narrower QWs (QW2 and QW3) are beginning to saturate. This is probably due to the fact that narrow QWs experience a smaller blue shift before reaching the maximum shift possible.

This brief survey of the factors important in quantifying the magnitude of the blue shift in QW materials was not meant to be definitive. Rather, it was meant to present an overview of the issues involved and the complexities of the processes taking place. Clearly, each material system is different and, since the quality of epi-samples is an important factor, it is not unexpected that results and conclusions may vary from laboratory to laboratory. Much more work on reproducibility and reliability will need to undertaken and completed before this procedure is ready to transfer to a commercial setting.

### 3.2 Material Systems

In this section, I will survey results of QW bandgap energy blue shifting
using ion implantation induced shape modification in a number of material systems. In principle, due to the universal nature of the vacancy generation mechanism and its expected effect on QW interdiffusion, this technique is expected to be applicable to any compound semiconductor material system. I will attempt to draw general conclusions where appropriate.

3.2.1 GaAs/AlGaAs QWs (strain free)

GaAs/AlGaAs QWs are unique among the family of III-V heterostructures in that they remain lattice matched, and therefore unstrained, no matter what the aluminum composition of the barrier. (Actually there is a slight mismatch between AlGaAs and GaAs, the substrate material, which is maximum for AlAs, but it is small enough that, for all intents and purposes, its lattice constant can be considered effectively identical that that of GaAs.) Thus, no matter how the QW shape is altered from that of the as-grown, abrupt-sided initial shape ("square" QW), strain will not be a factor when modeling quantum levels. (This is not to be confused with the argument that external strain, generated by dielectric layers such as SiO₂, may be an important factor during intermixing mediated by SiO₂ cap layers.)

Since, in principle, this is the simplest of the QW systems to model, it would be expected that our understanding of the forces and mechanisms in operation during enhanced QW interdiffusion would be the most complete. This is probably true, but there is still much to be learned. Although there is generally good agreement between theory and experiment in the case of as-grown GaAs/AlGaAs QWs (regarding band offsets, PL peak energies as a function of QW parameters, etc.), interdiffused QWs are another matter. As mentioned above, it does not appear possible to determine a unique interdiffusion length independent of QW width (for example). This is probably a consequence of the uni-directional nature of the vacancy diffusion process. Gettering and the non-reciprocal nature of QW interfaces (interfaces produced by growing AlGaAs on GaAs are generally "smoother" than those created by growing GaAs on AlGaAs) presumably play a role. In any case, it is clear that not even in the GaAs/AlGaAs system is QW interdiffusion completely understood at this point.

GaAs/AlGaAs QWs were among the earliest heterostructures studied (from the early 70's) and it was natural that they were used for initial studies of QW interdiffusion [8,1,5]. In fact some of the earliest work centered on producing active devices, buried multiquantum well laser diodes [5]. However, since the focus of most work on QW heterostructural devices is optical telecommunications, interest has shifted to materials with smaller bandgap energies (longer wavelengths) which are compatible with technologically important wavelengths, 1.3 and 1.55 μm.
3.2.2 InGaAs/GaAs QWs (compressive strain)

InGaAs epi-layers grown on GaAs substrates are always compressively strained. However, since QW layers in InGaAs/GaAs QWs are quite thin, even highly strained QWs can be pseudomorphic (that is, strained but still single crystal — not relaxed. It is possible to grow pseudomorphic InGaAs QW layers as thick as 25 nm, even with an indium composition of 20% [34].)

Generally, the behaviour of this QW system is similar to that of the GaAs/AlGaAs system [35]. Most of the relevant parameters (shift dependence on QW width, ion fluence, anneal temperature) are almost identical. The major difference is that any change of the shape of the as-grown QW in this system must alter the QW strain, although there is little direct evidence for this change in strain. (Very wide In_{0.2}Ga_{0.8}As/GaAs QWs (22 nm), which were close to the Matthews-Blakeslee boundary between strained and relaxed layers, did appear to be partially relaxed after enhanced QW interdiffusion [34].) There is some evidence, based on the rate of bandgap shift as a function of annealing time, that compressive strain, by enhancing the concentration of vacancies in the structure, influences the magnitude of interdiffusion [36]. However, there is no consensus in the literature on what effect, if any, strain has on QW shape modification (see later).

The main commercial interest in InGaAs/GaAs QW devices lies in their use in laser diode structures operating at 980 nm, which is the wavelength needed to pump erbium-doped fiber amplifiers most efficiently. The main application of QW shape modification in this material system is to enhance the performance of 980 nm laser diodes by, for example, producing transparent windows near the laser facets. This permits laser output powers to be raised without generating catastrophic optical damage (COD) at the facets. An example of this effect will be given later. It may also be possible to “fine-tune” lasing wavelengths so as to more closely match the narrow absorption peak of the erbium doped fiber.

3.2.3 InP-based QWs [lattice matched and pseudomorphic (compressive or tensile)]

There is a great deal of interest in InP-based QW material systems due to their commercial potential. Optoelectronic devices operating in the technologically important 1.3 to 1.55 \( \mu \)m band are possible. However, it is a very complex structural system, involving binary, ternary, and quaternary materials, which can be either lattice matched or strained (compressively or tensilely) with respect to the substrate material, InP. Furthermore, there are tight tolerances on growth and processing procedures, making it very difficult to convincingly make a case that even so-called abrupt, as-grown, QWs are
well understood. It is well known, for example, that growth interruptions at QW interfaces (necessitated by the growth procedure) can dramatically alter the QW shape [37]. Relatively long interruptions (generally tens of seconds) are required in order that compositions be switched abruptly from well to barrier material at the interface, rather than gradually, in order that “square” QWs be grown. However, this interruption gives time for residual gases and other impurities, present even in high vacuum systems, to impinge and collect on the growth surface. Thus there is a trade-off between abruptness and cleanliness of the interface. For these reasons, and also because many important parameters are either unknown or in question in these materials (for example, band offsets), it has been very difficult to develop a theoretical structure which can realistically model optoelectronic properties of a real device.

Strain, in particular, is hard to control in these structures, especially if uniformity is required over large substrate wafers. Unlike the GaAs/AlGaAs system in which the lattice constant was “almost” independent of the aluminum composition, any variation in the ternary or quaternary composition during growth or over a wafer will invariably introduce strain. It will also change, in a difficult to predict manner, during QW interdiffusion since the composition gradient across the QW interfaces is modified in this process. Further, since more than one species (group III or V atoms) may move, the relative diffusivities of these atoms becomes important. These considerations make it very difficult to predict, \textit{a priori}, bandgap shifts, for example.

However difficult it may be to predict absolute shifts in the InP-based material system from first principles, it is clear from many reports in the literature that bandgaps in these QWs do change dramatically during enhanced QW interdiffusion [38]. And, for a given QW width, the rule-of-thumb appears to be that the largest blue shifts are observed in compressively strained QWs, followed by lattice-matched QWs, and then tensilely strained QWs [39]. However, in certain material systems, this appears to be more related to the depth of the QW (that is, the difference between the bandgap energies of the barrier and well materials) than to the effect of strain. For example, in Figure 10, the blue shift observed in a series of 3 nm wide In$_{1-x}$Ga$_x$As/InP QWs was observed to be directly related to the QW depth, $\Delta E$ [39]. The samples were subjected to a dose of $1 \times 10^{13}$ Ne$^+$ cm$^{-2}$ ions implanted at energies of 100 to 200 keV and then annealed at 700°C for 13 seconds (plus an additional anneal at 300°C for 10 minutes). In Figure 10, with increasing $\Delta E$, the QWs are tensilely strained (+1.5, +1.0, 0.5%), lattice matched (0) and then compressively strained (−0.5, −1.0, −1.5%). (Note that a data point from another material system, InAsP/InP, falls neatly on the curve.) In this set of samples, the main effect of QW strain (which also involves a change in composition of the well material) seems to be to
Fig. 10. The bandgap energy increase as a function of bandgap energy difference between the well and barrier materials for InGaAs/InP and InAsP/InP QWs subjected to ion implantation and anneal. The blueshift of the InAsP/InP QW is shown by the solid circle. (reference 39)

change the depth of the wells. The linear relationship between the depth and blue shift is suggestive that QW strain has little or no effect on the magnitude of QW shape modification since a monotonic increase of blue shift with well depth is a trivial consequence for a given change in effective depth, even in the GaAs/AlGaAs QW system where strain plays no role. This result is counter-intuitive since strain is expected to play a more complex role during QW interdiffusion. The slope of this curve is related to the magnitude of the dose, increasing from about 0.18 at low doses ($2 \times 10^{12}$ cm$^{-2}$) to about 0.25 at moderate doses ($2 \times 10^{13}$ cm$^{-2}$) and then decreasing again to about 0.2 at larger doses ($> 5 \times 10^{13}$ cm$^{-2}$). This behaviour mimics that of the dose dependence of the blue shift which, in turn, is related to the magnitude of the QW shape modification (Figure 5).

Some unusual behaviour in the strain dependence of interdiffused InGaAs/InGaAsP QWs, which leads to polarization independence, will be discussed in some detail later. Suffice it to say, that much more work is required to completely understand the mechanism of QW shape modification in these heterostructures. About all that can be said, in a general way, is that "elbow" temperatures (that is, anneal temperatures at which significant blue shifts are observed) are lower in these QWs (about 750°C) compared with the GaAs/AlGaAs QW system.
3.2.4 Other QW Systems

Only a small amount of work has been done in other QW material systems although, in principle, enhanced QW shape modification is possible in any semiconductor heterostructure. For example, blue shifts have been observed in $\text{InAs}_y\text{P}_{1-y}/\text{InP}$ [39], $\text{InGaAs}/\text{InGaAlAs}$ [40], and $\text{SiGe}$ [41], etc. However, due to space limitations, we will not be discussing these material systems.

4 DEVICE PHYSICS ISSUES

Being able to increase the bandgap of QW materials in a spatially selective manner is a necessary condition for accomplishing photonic integration of optoelectronic devices, but it is not a sufficient condition. Other issues which need to be addressed include the optical quality of the device structures after processing (especially transparency), electrical performance of active devices, fabrication complexities and yield, etc. In this section we will discuss some of the more important of these issues.

4.1 Optical Properties

The intensity of QW photoluminescence peaks has always been assumed to be a simple test of the optical quality of QW material. In contrast to bulk semiconductors in which impurity related luminescence generally dominates, in QW structures the strongest PL signature is due to transitions in the QW between the ground states of the quantized conduction and valence bands (generally the heavy hole). This is especially true at elevated temperatures but even at cryogenic temperatures, luminescence from residual impurities in the QW is generally very weak. Only heavily doped wells exhibit PL structure due to impurity states. Thus the intensity and width of this QW signature peak is a measure, albeit crude, of the “quality” of the QW and thus can be used to indicate the effect of processing on the QW. However, a more sophisticated measure, such as absorption loss in QW waveguides is a more useful sign of the utility of this technology for fabricating PICs (Photonic Integrated Circuits).

Generally, PL intensities can be recovered fully if sufficient care is taken during the processing. This usually means that the QWs not be implanted directly, that the dose not be too high, and that the annealing conditions be optimized (adequate temperatures and sufficient time for vacancy diffusion to produce QW shape modification; but avoiding longer times which can degrade the sample surface due to the volatility of certain atomic species in the structure). Each material system is unique and needs to be calibrated individually. Sometimes, the growth technique (whether MBE, CBE, MOCVD, or gas-source MBE) or the type of substrate used [4], produces material whose properties can vary from reactor to reactor.
Further, each piece of processing equipment (especially the RTA system) in a particular laboratory needs to be calibrated individually due to peculiarities of some experimental apparatus. In many cases, this makes it very difficult to compare experimental results from different laboratories and may explain some of the discrepancies present in the literature.

One of the most important measures of the viability of ion implantation as a technique for increasing QW bandgap energies is waveguide transparency. Intuitively, one would expect that any semiconductor device structure which is implanted will necessarily be of poorer quality (even after annealing) than the as-grown structure. The only question would be: Is the residual quality adequate for fabricating optoelectronic devices? Figure 11 illustrates that if implantation takes place directly into the QWs, the resulting residual damage in the QW waveguide (as measured by the absorption spectra) will increase, but may still be adequate for some uses [42]. In this case, the structure was undoped and the absorption at the bandedge of the unimplanted (as-grown) structure was reduced to 8 cm⁻¹. This would be adequate, for example, for monolithically integrating a laser and electro-absorptive modulator.

However, for truly transparent waveguides, even lower residual losses would be required. This goal is not inherently impossible as can be seen in Figure 12. In this case the ions implanted into an InP based laser structure did not reach the QWs. QW interdiffusion was enhanced solely by vacancies
and other mobile defects [43]. At the absorption edge of the unimplanted waveguide (~1500 nm), the absorption coefficient was reduced from 110 cm\(^{-1}\) to 4 cm\(^{-1}\) by QW shape modification. This value is actually lower than that of the unimplanted waveguide, even after the 90 nm shift of the absorption bandedge is taken into consideration. For example, the absorption of the unimplanted waveguide is 8 cm\(^{-1}\) at 1580 nm compared with 5 cm\(^{-1}\) at 1490 nm in the implanted sample. This decrease is not due solely to effects of annealing on the initial material quality since both the implanted and unimplanted material were annealed. Rather, the decrease could be due to a reduction in Auger effects and intervalence band absorption since the bandgap energy has decreased. Further, the free carrier absorption coefficient is, to first order, proportional to the square of the wavelength and so would be reduced by about 12% over the wavelength range studied. Finally, the guided mode is more strongly confined within the active region as the wavelength is decreased, reducing any scattering losses from imperfections of the ridge guides. Whatever the cause, these results are direct experimental evidence that ion implanted QW waveguides can be made optically transparent. The residual absorption value (4 cm\(^{-1}\)) is still too large for use in large planar waveguide geometries. This is due to the large initial absorption

**Fig. 12.** Absorption of as-grown and blue-shifted InGaAsP/InP QW waveguides as a function of wavelength. (reference 43)
in this p-i-n laser structure which was not optimized for this purpose. It is possible to design such structures with absorption values an order of magnitude smaller. Thus, in principle, p-i-n active waveguide devices can be monolithically integrated with transparent passive waveguides using QW shape modification.

With a change in bandgap energy, the effective waveguide index at a particular wavelength is also modified since the wavelength dependence of the index is a strong function of the distance from the QW bandedge. Thus, blue shifts produce a decrease in effective index at a fixed wavelength and this can be quite large (a few percent). This behaviour can be utilized to produce buried waveguides in a simple manner, without multiple growths. This will be discussed in greater detail later.

QW shape modification is expected to have minimal effects on the shape of the optical bandedge, since this is a function only of the properties of the quantized levels in the conduction and valence bands, and not of the energy differences between them. This, indeed, has been observed in the GaAs/AlGaAs QW system [44] and also the InP material system [45]. In Figure 13 [46], the shape of the absorption bandedge for an InGaAs/InGaAsP QW waveguide is essentially unchanged after it has been blue shifted about 50 nm [compare cases A (as-grown) and D (maximum shift)].

A more interesting, and unexpected, effect is the elimination of the polarization anisotropy in the shifted QW material. Anisotropy in QWs is due to the lifting of the heavy-light hole valence band degeneracy in direct bandgap zinc blende III-V compound semiconductors due to the quantum confinement effect. In a QW waveguide, TM polarized light interacts with light-hole-electron transitions only while heavy-hole-electron transitions can interact with both TE and TM polarized light. The light-heavy hole splitting in a QW results in a different bandedge being observed for TE (heavy-hole) and TM (light-hole) polarized light, as can be seen for case A (as-grown QW waveguide) in Figure 13 [46]. This behaviour produces a serious problem for QW waveguide devices in optical telecommunications applications since it is generally impossible to know, a priori, the polarization of light impinging on a waveguide optoelectronic device after traveling through an arbitrary length of fiber or other optoelectronic devices. After being blue shifted about 50 nms (case D in Figure 13), the TE and TM bandedges are essentially identical, indicative of polarization insensitivity. The cause and potential applications of this important result will be discussed in greater detail later.

In summary, it is clear that QW shape modification using ion implantation enhanced interdiffusion produces no inherent degradation in the optical quality of QW waveguides provided that the QWs are not directly implanted and that care is taken during processing to anneal out most of the implantation damage. Thus, in principle, reduced optical quality is not a deterrent to the use of this technique for monolithic photonic integration.
4.2 Electrical Properties

A major concern in enhanced QW interdiffusion, no matter what the enhancement technique, is the behaviour of dopants. As noted earlier, initial studies of QW intermixing utilized rapidly diffusing impurities such as Zn to enhance the effect. Although optoelectronic devices such as buried waveguide lasers could be fabricated using this technique [5], the presence of large numbers of electrically active impurities in these device structures had serious effects on their performance. As a result, most recent work on QW shape modification focuses on impurity-free techniques for accomplishing the same goals. However, it is not clear that merely by eliminating the incorporation of impurities into the device structure, the situation is rectified. It might be expected that the presence of vacancies, generated by ion implantation for example, might also increase the mobility of dopants in p-i-n structures, thereby altering their distribution throughout the structure, and changing the electrical performance of the device. This has indeed been reported [47]. Somewhat surprisingly, most indications are that dopant diffusion is not a serious problem, at least in some structures. Figure 14 is a plot of current versus voltage for the p-i-n structures illustrated in Figure 13 [46]. Even after ion implantation and annealing, the I-V characteristics of the as-grown and interdiffused diodes are virtually indistinguishable.
Fig. 14. I-V characteristics of p-i-n diodes fabricated from as-grown and ion implanted and annealed InGaAsP/InP QW waveguides. The curves A, B, C, and D follow the labeling given in Figure 13. (reference 46)

Only in the reverse direction is there a slight difference, a small increase in the “leakage” current in the interdiffused QW diodes. This may, in fact, be related to the change in the shape of the QW after processing. Current-optical output power characteristics of these laser diodes and threshold currents are also unchanged, even when lasing wavelengths were blue-shifted by as much as 64 nm [48].

The preservation of good electrical properties in this structure after QW interdiffusion [48] is probably due to the fact that no damage was directly created in the junction area (QW region) by the implantation and to the fact that a smaller dose and lower annealing temperature were used. The important conclusion to be drawn from these studies is that it is possible to blue shift QW bandgaps using ion implantation and annealing without seriously deteriorating the electrical performance of p-i-n structures.

4.3 Other Issues

Once the important issues of potential optical and electrical quality degradation during bandgap shifting have been resolved, the final “show-stopper” question concerns device lifetimes. In the discussions above, it was demonstrated that it was possible to selectively blue-shift QW bandgaps with no significant deterioration of optical and electrical properties. However, the process does involve the implantation of ions directly into the active device
structures (although not necessarily into the QWs themselves) and, it might be expected that, even after heat treatment, not all of the implantation damage is annealed out. Thus, there is a potential for reduced lifetimes of active devices such as photodetectors, modulators, optical amplifiers, and, especially, diode lasers which are subjected to large electric fields or currents.

This possibility was investigated by subjecting blue-shifted InGaAsP/InP 1.3 \( \mu m \) laser diodes to standard accelerated lifetime measurements [49]. The lifetimes of three QW interdiffused lasers with lasing wavelength blue shifts of 29.8, 44.7, and 69.1 nm with respect to the as-grown structure were compared to the lifetime of the standard, unshifted, laser. The reliability of the QW shape modified lasers was equivalent to the standard (nonimplanted) lasers when the wavelength shift was 35 nm or less, and this corresponded to predicted lifetimes in excess of 25 years while operating at 25°C. Since this test was performed using a somewhat arbitrary set of QW blue-shifting process parameters, that is, in the absence of optimum implantation and annealing conditions, it is believed that, with further study, wavelength shifts greater than 35 nm are achievable while retaining the necessary 25 year lifetime required for practical laser diodes.

At least two further issues related to processing need to be addressed before the practicality of this integration technique can be assessed; masking technology and lateral spatial resolution.

For ion implantation enhanced QW shape modification to be a practical technique for monolithic integration, a relatively simple process for assuring spatial selectivity is required. Masking areas of the wafer to be shielded from the implantation is a simple matter if low energy implants are utilized. Standard dielectric films (e.g., SiO\(_2\)) up to a micron or so in thickness effectively absorb moderate energy (1–2 MeV P\(^+\), say) ion beams. Higher energy implants require thicker dielectric layers which can strain the structure or develop cracks. Thus, in this case, multi-component masks utilizing SiO\(_2\), other dielectrics, and/or metals are sometimes used, increasing the processing complexity. Fortunately, due to the mobility of vacancies in the technologically important InP — based device structures, low energy implants can be used and, indeed, are desirable. What is important is not the depth of the implant but rather the total number of vacancies and interstitials (and other interdiffusion enhancing defects) produced. Thus only relatively thin layers of SiO\(_2\) are needed for masking. By varying the thickness of this layer, the number of vacancies produced in the semiconductor waveguide structure for a fixed implantation energy can be controlled in a simple manner [48]. In Figure 15, the number of vacancies introduced into an InP-based laser structure by a 1 MeV phosphorus implant through different SiO\(_2\) mask thickness was calculated using a standard ion energy loss model (TRIM-91\(^{50}\)). For 2.2 \( \mu m \) thick layers, no excess vacancies are produced in the structure (all of the ions are absorbed in the SiO\(_2\) — bottom curve) while
for decreasing thicknesses (1.2 and 0.65 μm) increasing concentrations of vacancies are produced in the semiconductor structure. The largest vacancy concentrations are generated in areas with no mask (top curve). In this manner, a monolithic laser diode array with four different lasing wavelengths can be readily fabricated from one structure using a single implant and anneal process. Complex etch-and-regrow technology is replaced by a relatively simple multilevel mask technology [48]. More details will be given later.

The final issue is that of spatial selectivity, which is a function of the lateral resolution achievable. The key question is: how close can interdiffused and as-grown QWs regions be? Modern lithographic techniques are capable of defining sub-micron dimensions and electron and ion beam machines can focus down to dimensions of tens of nms or better. But, energy loss of high energy ions in matter produces straggling effects which degrade the theoretical resolution. This can be minimized by lowering ion energies and reducing the depth of QWs from the surface of the structure.

Some of the earliest work on QW shape modification focused on its use to fabricate submicron periodic structures (i.e., gratings) [10] and quantum wires and dots [51], structures which require very high spatial resolution indeed. For the grating work a focused ion beam (0.1 μm diameter) was used to implant 100 keV Ga⁺ ions directly into a GaAs/AlGaAs superlattice at the surface of the sample in a line (0.15 μm) and space (0.2 μm) pattern [10]. PL spectra as a function of Ga⁺ ion dose were analyzed to reveal that ion

Fig. 15. Vacancy distributions for 1 MeV phosphorus implantation into InGaAs/InGaAsP QW laser structure through different SiO₂ mask thicknesses. 0 denotes the surface of the semiconductor material. (reference 48)
straggling and defect diffuse limited the resolution to about 0.1 μm in this case.

The QW wire and dot work utilized implantation of 210 keV Ga+ ions through a Ti/Au-Pd mask into GaAs/AlGaAs QWs located 55 nms from the surface [51]. The calculated value of implantation lateral straggling was about 42 nm and that of the defect diffusion length was 20 nm producing an effective lateral extent of interdiffusion of 28 nm. A similar study using 100 keV Ga+ ions implanted into 30 nm deep GaAs/AlGaAs QWs gave an estimate of 20 nm for the lateral extent of QW interdiffusion [52]. In general then, low energy ion implantation into QWs near the surface of the sample produces an effective lateral extent of QW interdiffusion comparable to the depth of the QWs from the surface. A more recent investigation of lateral resolution in a more realistic laser diode structure (in which InGaAs/InGaAsP QWs are located 1.77 μm below the surface) obtained a value of 2.5 μm [53]. This is half the value of the width of a mask under which significant blue shifting of the QW energy is observed due to interdiffusion initiated by lateral diffusion of defects.

As a general rule-of-thumb, the lateral resolution of a structure produced by low energy ion implantation enhanced QW shape modification is comparable to the depth of the QWs from the surface. Since QW waveguide structures have dimensions comparable to the wavelength of light in the material, this implies that devices with lateral dimensions much less than a micron will be difficult to fabricate without more complex processing steps (e.g., interdiffusion of QWs close to the surface followed by an epitaxial overgrowth step). However, for most instances of monolithic integration of active and passive optoelectronic devices (e.g., lasers, photodetectors, modulators, optical amplifiers, etc. with passive waveguides), this is not a serious limitation. Generally, spatial dimensions of the order of microns are adequate for integrating, for example, a 3 μm wide ridge laser diode with a photodetector or transparent waveguide.

5 PERFORMANCE OF QW SHAPE MODIFIED DEVICES

A perusal of the literature on QW shape modification over the last decade or so reveals that many of the reports deal with establishing the reality of QW blue-shifting, investigating various mechanisms for generating blue-shifts, and attempting to understand the physics behind the phenomenon. Although the importance of this effect as a technique for the monolithic integration of optoelectronic devices was realized early on (in fact, some of the earliest work5,10,51 dealt with the application of QW intermixing for fabricating devices), serious work to establish its commercial viability was slower in coming. In this section, we will briefly review some of this work.
5.1 Discrete Devices

Up to the present time, most reports of the utilization of QW shape modification for device fabrication have dealt with discrete devices. QW interdiffusion was employed either to enhance the performance of a standard device structure (e.g., high power windowed laser diodes, buried waveguide devices, broadband light emitting diodes) or to fabricate unique devices (such as enhanced quantum confined Stark effect modulators and polarization insensitive QW devices). While much of the work has centered on proof-of-concept devices, and, generally, optimized structures have yet to be reported, the results are quite encouraging. In this section, a brief discussion will be given of some of this work. In the following section, PICs (photonic integrated circuits containing two or more devices) will be reviewed.

5.1.1 Buried Waveguides

Some of the first work on devices was concerned with the possibility of using bandgap shifting to produce waveguide structures which possessed both optical and electrical confinement. Although it was well known that buried waveguides possessed superior performance characteristics, their fabrication, requiring a complicated etch-and-regrow procedure, was difficult to implement. It was realized, in the early 80's that, in principle, increasing QW bandgap energies on either side of a narrow “ridge” structure accomplished optical mode confinement (since effective indices were reduced due to the blue shift of the bandgap) at the same time that electrical carriers were more tightly confined (due to the lower bandgap in the “buried” (undiffused) QW waveguide). Much of the earliest work involved impurity diffusion through a mask to completely interdiffuse (and thereby convert into an alloy) QWs on either side of the active region in order to produce, for example, index-guided laser diodes [5]. Although this process did yield laser action, the presence of large numbers of impurities close to the active region and the difficulty of controlling their lateral extent had a tendency to degrade the performance achievable.

The more gentle process of altering the shape of the QW by enhanced interdiffusion and thereby blue-shifting the bandgap energy without completely destroying the QWs, achieves, in principle, the same result in a less drastic manner. It has been suggested that buried waveguides, fabricated using this technique, have relatively little scattering loss from the implanted/nonimplanted interface. In fact, it has been demonstrated that there is no correspondence between the width of a guide and propagation loss, unlike the case of etched waveguides where the loss increase rapidly with decreasing ridge width [54].
Fig. 16. The group refractive index for InGaAs/InGaAsP QW waveguides as a function of wavelength for TE (left) and TM (right) polarizations. The labels refer to as-grown and intermixed slab waveguides (SWG) and 4.5 and 6.0 mm wide buried waveguides (BWG).

Some recent results, for an InGaAs/InGaAsP lattice matched laser structure, presented in Figure 16, illustrate some of the relevant features of buried waveguides produced with ion implantation enhanced QW bandgap blue-shifting [55]. This figure presents measured group effective indices of slab and buried waveguides (SWG and BWG respectively) as a function of wavelength, measured using the Fabry-Perot technique. Consider, first, the left hand side of the figure which presents the results for TE polarized light. The indices are seen to increase as the wavelength decreases since these data were obtained near the QW bandedge. At a fixed wavelength, the largest values occur in the as-grown (unmodified) SWG, followed by the 6.0 and then the 4.5 mm BWG and, finally, the interdiffused SWG. The decrease in effective index can be as large as several percent (e.g., at 1.56 μm, Δn = 2%). The ordering of the group refractive indices is dictated by the progressive blue-shifting of the QW bandgap. The largest shift occurs for the interdiffused slab waveguide. Due to the straggling and lateral diffusion effects (see Section 4.3), the material in the center, as-grown, region also undergoes some blue-shifting. In addition, both the 6.0 and 4.5 μm buried waveguides have modified values since their indices are a mixture of the interdiffused and as-grown slab waveguide values. This is a consequence of
the fact that optical modes travelling in the buried waveguide sample both as-grown (in the center) and interdiffused (either side) QW material. Since a mode propagating in the narrower guide (4.5 μm) "sees" more intermixed waveguide material than the wider guide, its effective index is lower than that in the 6.0 mm buried waveguide.

Effective guiding in this type of buried waveguide only occurs over a relatively narrow wavelength range. At shorter wavelengths, absorption due to the as-grown (unmodified) bandgap reduces transmission; at longer wavelengths, the index difference between the as-grown and interdiffused QW material becomes too small to continue confining the optical mode. Furthermore, since the effective index of these buried waveguides is a strong function of wavelength, the confinement and, in fact, the mode properties (e.g., whether single or multiple mode propagation is possible) can change rapidly. Finally, a comparison of the left (TE) and right (TM) hand sides of Figure 16 reveals another potential problem. Due to the quantum confinement effect which lifts the heavy-light-hole degeneracy at the Brillouin zone center, different bandgap energies are observed for TE and TM polarized light. Thus the propagation properties of this buried waveguide will depend on the polarization of the mode. This is not so critical in active devices such as laser diodes since polarizations are well controlled and defined in such structures.

In summary, although it is possible to produce single mode guiding in a slab QW waveguide structure by blue-shifting the QW bandgap on either side of an as-grown QW slab waveguide section, in reality there are several practical disadvantages, in particular, polarization sensitivity. However, it may be possible to utilize this polarization effect in the design of some novel device to perform, for example, polarization rotation or filtering.

5.1.2 Quantum Confined Stark Effect Modulators

Quantum confined Stark effect (QCSE) modulators have superior performance when compared with bulk electro-absorptive modulators. The quantum wells effectively confine the carriers preventing applied voltages from ionizing the QW bound states (excitons) until very large electric fields are generated across the wells. Thus, very large red-shifts of the bandgap are possible in reverse-biased QW waveguide modulators. The modulator structure is very similar in design to that of a laser diode, suggesting that a monolithically integrated laser diode — modulator pair is feasible using a single device structure. For optimum performance, the modulator should have a bandgap energy slightly higher than that of the laser so that, in the absence of applied bias, the modulator is transparent to light from the diode laser. An obvious technique for blue-shifting a laser bandgap in order that it operate as an integrated modulator is ion implantation induced QW shape modification.
This idea has been investigated by a number of groups and shown to be feasible. For example, even after very large blue shifts (138 meV — in this case the well and barrier material were completely interdiffused so that no QWs remained) InGaAs/InGaAlAs material still undergoes a red shift when subjected to a reverse bias and thus, can, in principle, modulate a light beam [56].

A more interesting effect can occur in certain unique QW structures in which the QW is not completely destroyed by interdiffusion [57]. As noted above (Figure 13), lattice matched InGaAs/InGaAsP QWs, when interdiffused using ion implantation enhancement, exhibit interesting polarization properties. They also exhibit an enhanced quantum confined Stark effect, as demonstrated in Figure 17 [57]. In this figure the quantum confined Stark effect in as-grown (abrupt) QWs (Figure 17(a)) is contrasted with that in interdiffused QWs (Figure 17(b) — This corresponds to case D in Figure 13). The normal Stark shift is observed in Figure 17(a) as the bias is increased from about 1 volt (which cancels the built-in field due to the doping in the p-i-n structure and results in an internal electric field of approximately zero) to −5 volts (ε = 160 kV/cm). The difference between the QW bandgaps for TE and TM polarized light is, again, due to the heavy-light hole splitting resulting from quantum confinement. For the case of the interdiffused QW
Fig. 18. Bandgap energy for as-grown and interdiffused InGaAs/InGaAsP QW waveguides as a function of internal electric fields for light polarized in two orthogonal directions (TE and TM) with respect to the plane of the waveguide. (reference 57)

waveguide, however, the difference between the TE and TM bandgaps is absent and, furthermore, the red shift observed for a given electric field is dramatically increased. This effect is summarized in Figure 18, a plot of the QW bandgap energy as a function of internal electric field across the QWs [57]. For an internal electric field of about 75 kV/cm, as-grown QW bandgaps are red-shifted by about 10 meV at best due to the quantum confined Stark effect while interdiffused QWs experience a decrease in bandgap energy of about 50 meV. This significant enhancement of the QCSE is probably a consequence of the increased ability of the electric field to polarize the electrons and holes in these “rounded” QWs compared with QWs with “vertical” walls. Another important factor is, undoubtedly, the complex strain arrangement in the interdiffused QWs.

Recall that, in this device structure, the as-grown QWs were nominally lattice matched to the InP substrate (i.e., unstrained). After implantation and annealing, this is probably no longer be the case. In fact, circumstantial evidence suggests that, after processing, the QWs are strained in some complex manner due to the non-uniform movement of group III (Ga and In) and group V (As and P) atoms during the enhanced interdiffusion process. This mechanism has been modeled by assuming different diffusion coefficients, $\Delta_{\text{III}}$ or $\Delta_{\text{V}}$, for the cations and anions [58]. The parameter of importance is the ratio of diffusion coefficients, $k = \Delta_{\text{V}}/\Delta_{\text{III}}$. Interdiffusion involving only
one sublattice, or where the degree of interdiffusion on the group III and group V sublattices differs considerably (Δ_III ≠ Δ_V), will result in a strained material system. The effect of interdiffusion on the energy band profile (including strain effects) and confined states for valence and conduction bands has been modeled using error function distributions for the anions and cations to predict compositional profiles that result after implantation and annealing [58].

For a given QW structure, the LH-HH energy splitting as a function of HH energy can be calculated for various values of k and compared with experimental values obtained near flat band conditions as shown in Figure 19 [57]. Within this model, it is clear that our experimental data can only be explained by assuming k > 1.5. Scatter in the data and a decreasing sensitivity of LH-HH splitting on increasing k values preclude a more accurate determination of the ratio. For such values of k, a tensile strain develops at the quantum well center [58]. Larger values of k lead to higher tensile strains. Results for a model in which the QW is assumed to remain square and unstrained, as suggested by Temkin et al. [59], are very similar to those shown for k = 1 and thus do not explain our data. It has been reported that in tensilely strained QWs the LH-HH splitting can be reduced and even reversed for large values of strain [60]. This is due to the effect of tensile strain which acts on valence bands in a direction opposite to that of quantum
confinement. However, to exactly balance the quantum confinement splitting with the negative splitting due to tensile strain requires precise control of strains (i.e., compositions) and QW thicknesses. In contrast, according to the model discussed above and our experimental data (as shown in Figure 19), using QW intermixing to accomplish LH, HH degeneracy is a much easier task since the degeneracy, in this case, is not a very sensitive function of the HH bandgap shift.

The enhancement of the quantum confined Stark effect in these QW waveguides is clearly beneficial for performance although polarization insensitivity is not important if the modulator is integrated with a diode laser (the polarization of a laser is fixed). However, a device with such a large red-shift may find use in an optical switch geometry. In this case, since such devices may be positioned in some arbitrarily location in an optical network, polarization insensitivity is a crucial requirement.

5.1.3 High Power Windowed Laser Diodes

The output power of laser diodes is, in many cases, limited by failure mechanisms of diode laser facets. If the device consists of a single structure, the bandgap energy at the facet is identical to that of the central lasing region. Light, emitted by the gain region, will be absorbed by the material at the facet. Anything, such as defects, dirt on the facet, etc., which increases this absorption, produces a temperature rise at the facet, which, in turn, decreases the bandgap energy of the material, which increases absorption, etc. This positive feedback effect can quickly increase losses at the facet and, in severe cases, can produce catastrophic optical damage (COD) and failure of the laser.

Many techniques have been proposed and demonstrated in order to minimize or eliminate this run-away feedback effect by altering the optical bandgap energy at the facet, including etch-and-regrow, special twin waveguiding structures, etc. Recently, QW shape modification using ion implantation enhanced interdiffusion near the laser facets was shown to significantly reduce laser facet temperatures [61]. The laser structure consisted of two InGaAs/GaAs QWs surrounded by AlGaAs layers for optical confinement. The area of the laser near the facet was implanted with 8.46 MeV As$^{4+}$ ions (passing completely through the QWs) and then annealed. The PL peak position was observed to blue-shift by about 20 nm (Figure 20) [61]. The blue-shifted region was varied from zero to 500 μm. High resolution (1.0 μm) maps of the temperature of the laser facets during lasing were measured using the technique of reflection modulation [62]. It was found that as the length of the blue-shifted region was increased, the heating coefficient (ratio of the temperature rise per unit output power), decreased significantly. For 300 μm, the heating coefficient was essentially zero. The implication is that COD due to temperature induced red-shifting of the bandgap energy of
the QW structure near the facets would be negligible, although the effect of residual damage on the lifetimes of these devices is a cause for concern (see above). In InP-based QW devices, since it is not necessary to implant into the QWs to obtain large blue shifts, this is a less serious problem and long lifetimes are possible [49].

QW shape modification can also be utilized to fabricate discrete laser diodes with specialized performance. For example, integrating an external cavity with a laser is simplified using QW blue-shifting. Such devices can be used to form narrowed Fabry-Perot lasers, mode-locked lasers, or low-loss distributed Bragg reflector lasers. The design of these devices is essentially similar to the insert in Figure 20 with a change in dimensions [63,64]. In the case of an external cavity laser, the passive section can be as long as 2 mm (compared with an active section of 0.5 mm) [63]. Residual modal loss in the passive section is consistent with direct waveguide loss measurements [63]. That is, losses in the blue-shifted passive sections are low enough that the optical performance of the laser diode is not seriously degraded.

5.1.4 Broadband Light Emitting Diodes

Superluminescent diodes (SLDs) which posses broadened spectral widths and thus low optical coherence lengths, are the light source of choice for
applications such as fiber-optic gyroscopes and fault location in fiber optic cables. Previous techniques for broadening spectral widths of light emitting diodes, such as incorporating QWs of differing widths into the active structure or varying the width of QWs along the length of the device, suffered from strong input current dependencies. By ion implanting through a SiO$_2$ mask of varying thicknesses, the emission wavelength of a single device can be adjusted with micron spatial resolution in a single implantation step [65]. The result is a dramatic enhancement in the FWHM (full width — half maximum) of the emission spectrum. In Figure 21 the FWHM is increased from 28 nm to 90 nm and this spectrum is essentially independent of drive current [65].

5.1.5 Polarization Insensitive Optoelectronic Devices

One of the more critical issues which needs to be resolved before QWs can be effectively utilized in optoelectronic devices is that of polarization sensitivity. Since the polarization state of optical signals in an optical telecommunications network is, \textit{a priori}, unknown, any device whose performance is polarization sensitive is of little value.
As noted above, ion implantation enhanced QW shape modification in certain InP-based QW heterostructures can produce polarization independent behaviour due to the generation of a complex strain pattern in the QW (sections 4.1 and 5.1.2). This fortuitous situation can be exploited to produce polarization independent electro-absorptive modulators and other useful devices. For example, the QCSE modulator described in section 5.1.2 can also be used as a polarization independent photodetector (see Figure 17(b)). Further, under forward bias and in a non-resonant cavity configuration, it can be utilized to amplify light [66]. Figure 22 compares the measured optical gain in this structure as a function of wavelength for the as-grown QW waveguide (which exhibits the typical polarization dichotomy between TE and TM light) and the intermixed QW waveguide (where the optical gain is independent of polarization) [66]. The decrease of the gain at short wavelengths may be a consequence of the fact that this is the end of the range of the tunable external-cavity laser used in the measurement. Although this structure has not been optimized for optical gain, operating wavelength, or saturation power, these preliminary results are very encouraging.

A polarization insensitive semiconductor QW optical amplifier is unique in itself but this one has the added advantages of easy fabrication and the potential for simple integration with other passive and active optoelectronic devices. The principle difficulty is designing a QW waveguide structure whose operating wavelength is in the technologically important 1.3 and 1.55 μm bands. Since the QW structure must be blue-shifted a considerable distance in order that it be polarization insensitive, the initial bandgap of the unstrained InGaAs/InGaAsP QW must be about 1.6 mm to operate at 1.55 μm. It is unclear from the known material parameters of this system if this requirement can be achieved. However, operation at 1.3 μm using a suitably modified structure should be possible since the constraints are relaxed. In many ways, this wavelength is more commercially interesting in that this is the region of minimum dispersion and furthermore, there are no efficient rival fiber optical amplifiers.

5.2 Integrated Devices

Although, in principle, most of the critical issues related to the use of ion implantation enhanced QW shape modification for monolithic integration of passive and active optoelectronic devices have been successfully addressed, to date there are surprisingly few examples of PICs (photonic integrated circuits) reported in the literature. However, due to the recent increased interest in multi-wavelength optical networks and the inexpensive components and modules required to operate them, this situation is expected to change rapidly in the near future. In this section a brief description will be given of a number of PICs reported on in the literature. We will restrict the
Fig. 22. Optical gain as a function of wavelength for TE (solid lines) and TM (dashed lines) polarized optical modes in as-grown (curves A, Figure 13) and intermixed (curves D, Figure 13) InGaAs/InGaAsP QW waveguides. (reference 66)

discussion to PICs fabricated using only a single growth step followed by QW shape modification. Other, more complicated fabrication procedures (e.g., QW interdiffusion with multiple growth sequences [67]), although undoubtedly important and interesting, will be left for others to review.

5.2.1 Two Wavelength QW Waveguide Demultiplexer

A very simple two wavelength QW waveguide demultiplexer has been demonstrated in both the GaAs/AlGaAs [68] and InGaAs/InGaAsP [69] QW material systems. The principle of the operation of the device is schematically illustrated in Figure 23 [69]. A semiconductor p-i-n QW waveguide is modified by bandgap shifting the first half while leaving the second half unaltered. Ohmic contacts are made to each half (alternatively, metal-semiconductor-metal (MSM) contacts can be used [68]) so that, with reverse bias, the waveguides act as photodetectors. Light is butt coupled into the waveguide at the end containing the largest (blue-shifted) bandgap. The light is absorbed in the first half (photodetector 1) if its energy is larger than the bandgap energy of the blue-shifted QW. The remaining light passes through to photodetector 2, in the as-grown QW waveguide. The performance is shown in Figure 24, a plot of the normalized TE photocurrent detected in regions 1
Fig. 23. Schematic diagram illustrating the principle of operation of a two wavelength WDM demultiplexer fabricated using QW shape modification. (reference 69)

Fig. 24. Normalized room temperature TE photocurrent spectra of as-grown (photodetector 2) and interdiffused (photodetector 1) regions of the two wavelength WDM demultiplexer illustrated in Figure 23. (reference 69)
and 2 as a function of wavelength [69]. High energy (short wavelength) photons are detected in region 1 while low energy (long wavelength) photons are absorbed in region 2. In this manner, an optical beam consisting of two wavelengths (1.44 and 1.53 µm, say) is readily demultiplexed using a device which is very simple to fabricate.

There are some obvious difficulties with the operation of this PIC. First it is polarization sensitive due to the quantum confinement splitting of the heavy and light hole valence bands. In principle, it is possible to ensure that the blue-shifted photodetector is polarization insensitive, as discussed above (Section 5.1.2), and, by designing a QW structure whose absorption edge for both TE and TM polarized light is situated at very long wavelengths (say 1.6 µm) compared with the shifted bandedge, the performance of the demultiplexer will be essentially independent of polarization. A more serious shortcoming of this PIC is that it is limited to only a few wavelengths. This is partially a consequence of the polarization problem but the sharpness of the bandedge will also affect the crosstalk between adjacent wavelength channels. Demultiplexing 1.3 and 1.55 µm, for example, is feasible and it may be possible, by adding intermediate stages, to pick off a couple more wavelengths. However, it is difficult to see this technique being utilized to demultiplex high density multiplexed channels where the channel spacing is a few nms or less.

Although this device has not been optimized (the crosstalk is barely acceptable, even for the two wavelength case), has serious polarization problems, and is not capable of high density demultiplexing, it illustrates the potential of QW shape modification for the fabrication of monolithic PICs. In this case a simple QW waveguide structure was modified to demultiplex two wavelengths which, otherwise, would have required an elaborate micro-optic set-up, involving focusing lenses, dichroic filters, and delicate alignment.

5.2.2 Multiple Wavelength Laser Arrays

One of the first applications of QW shape modification (achieved using simple thermal oven annealing without any enhancing mechanism) was to blue shift the lasing wavelength of a GaAs/AlGaAs QW laser diode [1]. The wavelength was observed to decrease from 820 to 730 nm without appreciable deterioration of the device performance. However, a more useful trick is to be able to modify the wavelength of an individual laser in an array by using a spatially selective QW interdiffusion enhancement technique. Not only are the wavelength shifts increased but, in principle, each laser in an array can have its bandgap, and thus gain curve, tweaked individually. This is very useful if a monolithic DFB or DBR laser array is to be fabricated from a single wafer, as may be required for WDM (wavelength division multiplexed) systems. Lasers at the ends of the range of such an array will have weaker
outputs since they are at some distance from the maximum of the gain curve. By adjusting the gain curves so that the wavelength for each laser is situated close to its maximum gain, the output of the laser array can be flattened.

Although there are important advantages to be gained by utilizing such techniques, these must not be achieved by decreasing the performance or the lifetimes of the devices. The serious question which must be answered is, will this process detrimentally affect device performance? For the case of blue-shifting using ion implantation enhanced QW shape modification, the short answer is: no, if proper precautions are taken. For example, as discussed above, it is generally not a good idea to implant directly into the active (QW) structure since standard rapid thermal anneals may not remove all of the damage. As noted above, for InP-based QW laser structures this is not necessary since the vacancies, interstitials, and other defects generated by the implantation can propagate long distances during thermal anneal.

Bandgap shifting of InGaAs/InGaAsP QW lasers, without significant effect on laser performance, has recently been demonstrated at 1.3 \( \mu \text{m} \) [49] and 1.5 \( \mu \text{m} \) [48]. Figure 25 presents the room temperature emission spectra of four broad area, Fabry-Perot lasers whose wavelengths have been shifted by ion implantation through a SiO\(_2\) mask of varying thicknesses [48]. The spectrum labeled "as-grown" was emitted by a laser from an area on the wafer shielded by a 2.2 \( \mu \text{m} \) thick SiO\(_2\) mask (see Figure 15) while the other spectra are from lasers fabricated from areas with varying thicknesses of mask.

![Fig. 25. Room temperature emission spectra of as-grown and bandgap shifted broad area Fabry-Perot laser diodes. (reference 48)](image-url)
(small: 1.2 µm; medium: 0.65 µm; large: 0 µm). The most important result from this study is that threshold currents do not increase as a consequence of ion implantation and annealing [70]. In addition, as discussed earlier [49], there appears to be little deterioration of laser lifetimes.

In principle, it should be possible to apply this technology to tune gain curves of any QW waveguide structure.

6 SUMMARY

The conclusions of this review can be summarized as follows: spatially selective enhanced QW shape modification using ion implantation has many advantages for the monolithic integration of photonic devices and, at this point, no inherent, “show-stopping” disadvantages. The technique is simple, requiring no elaborate growth or processing techniques and device “friendly”, in that it does not significantly alter device performance, as attested to by laser lifetime measurements.

The major issues which still need to be resolved, and which are also present in other QW shape modification techniques, are reproducibility and reliability. These directly impact yield and, therefore, commercial viability. Of all QW interdiffusion techniques, ion implantation enhanced interdiffusion may be the most process tolerant, giving it the best chance to become commercially viable. But this still remains to be demonstrated.
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1 INTRODUCTION

III-V semiconductor superlattices have an excellent thermal stability against
the inter-diffusion of constituents across the heterojunction under typical
processing conditions. For example, the inter-diffusion coefficient of Al in
an AlAs/GaAs superlattice at 850°C is on the order of \(10^{-18} \text{ cm}^2/\text{sec}\) [1]. This
stability, however, can be rapidly reduced by introducing impurities or lattice
defects. It was first demonstrated by Laidig et al. [2] that introducing Zn into
GaAs/AlAs superlattices could dramatically increase the interdiffusion of Al
and Ga by a large factor in 1981. Since then, evidence of superlattice mixing
induced by a variety of dopants, both n-type and p-type, has been reported.
Examples of these species are Si, Ge, C, Te, Se, S, Sn, and Be [3–9]. These
impurities can be introduced either during the growth or post growth from external sources. Besides introducing impurities, superlattice intermixing can be implemented by internal defect migration through an anneal process where a SiO₂ surface cap is utilized as a diffusion sink for Ga. The migration of the Ga vacancies from the surface into the structure results in an enhancement of Al and Ga interdiffusion in the superlattice [10]. Alternatively, the mixing of a superlattice can be realized by ion implantation which generates atomic displacement in the superlattice by collision effect.

The layer intermixing technique of semiconductor heterostructures has attracted a great deal of interest in optoelectronic device fabrications since its discovery. The intermixing technique offers a freedom to modify heterostructure after growth. Impurity-induced layer disordering (IILD) has been applied to fabricate high performance buried heterostructure laser diodes and passive optical waveguides [11-18]. Devices fabricated by IILD include single-stripe buried ridge heterostructure lasers [11], coupled multi-stripe buried heterostructure lasers [12] and transparent window lasers [14]. Multi-wavelength lasers have also been demonstrated by layer disordering technique using a variety of surface cap conditions and buried impurity sources [15,16]. In this chapter, we review the mechanism of impurity and ion implantation induced layer intermixing in GaAs/AlAs and InGaAs/InP superlattices. Mixing inhibition in heavily doped and ion implantation damaged regions is discussed. The large difference in diffusion coefficients of group III elements in AlGaAs and AlGaInP QWs is utilized for selective intermixing of the AlGaAs QW in a dual QW heterostructure. We also discuss control of layer intermixing using n-type and p-type modulation doping and surface masks in single and dual modulation doped AlGaAs QWs. We also address fabrication of multi-wavelength laser diodes.

2 LAYER INTERMIXING OF GAAS/ALGAAS SUPERLATTICES

2.1 Impurity Induced Mixing in GaAs/AlAs Superlattices

Several species of n-type dopants, such as Si [3], Ge [4], Se [6], S [7] and Sn [8], have the effect of enhancing Al and Ga interdiffusion in AlGaAs superlattices. In general, the degree of the impurity induced mixing depends on the type of the dopant and the dopant concentration. Among the above species, Si has a high efficiency in terms of enhancing the superlattice mixing at a given concentration level and under a comparable diffusion condition. Since Si diffusion also depends on the concentration level of itself, it tends to have an abrupt diffusion front and a relatively slow diffusion rate. As a result, Si induced mixing may be obtained at a relatively modest doping level and confined to well defined regions of interest, which is important to control the intermixing to a confined region.
Although it is convenient and practical to utilize Si implantation for superlattice mixing, it produces complication in distinguishing the impurity effect from the ion collision effect. A quantitative study of Si-induced mixing was conducted on AlAs/GaAs superlattices which were doped with Si during the molecular beam epitaxy (MBE) growth. In the experiment described in reference 19, staircase-like Si doping profiles were introduced in AlAs/GaAs superlattices with various Si concentration plateaus (Figure 1). The magnitude of Al oscillations in an intrinsic sample decreased with the depth due to an intrinsic interface broadening and an additional SIMS-induced broadening. The intrinsic sample was used as a reference to extract the diffusion data in the samples annealed at various temperatures. The anneal was performed in a H2: Ar atmosphere furnace with proximity GaAs wafers sandwiching the sample. For a low temperature anneal (700°C), Al and Si diffusion was negligible in regions with Si doping levels below $2 \times 10^{18}$ cm$^{-3}$ (Figure 1 (b)). Si-enhanced Al diffusion is visible in regions IV, V and VI, where the Si doping levels were $2 \times 10^{18}$, $3 \times 10^{18}$ cm$^{-3}$ and $2 \times 10^{18}$ cm$^{-3}$ respectively. At a higher temperature (900°C), Al and Si diffusion occurred at even lower Si concentrations (Figure 1 (c)). A quantitative study can be carried out by analyzing the Al diffusion as a function of Si concentration.

Al diffusion can be described by Fick's law. At the center of each Si-doped plateau where Si concentration is approximately constant during the diffusion process, the diffusion coefficient for Al is relatively constant. The Al diffusion coefficient can be written as

$$D = D_0 e^{-E_a/kT}$$

where $D_0$, the pre-factor of the diffusion coefficient, is proportional to the atomic hopping frequency at a given temperature; $E_a$, the diffusion activation
energy, is the sum of the enthalpy of vacancy formation and of atomic migration. The diffusion coefficient of Al at the center of each Si-doped plateau as a function of temperature is shown on an Arrhenius plot in Figure 2. In estimating Al diffusion coefficients, the peak-to-valley ratios of Al oscillations in SIMS depth profiles were reduced to diffusion lengths with error bars corresponding to the rms counting errors in each measurement [20]. These diffusion lengths were corrected with respect to the 500°C data in which there was negligible diffusion and all apparent mixing was SIMS induced.

In Figure 2, the Al diffusion activation energy is about 4.1 eV for regions with Si doping level above $2 \times 10^{17} \text{ cm}^{-3}$. The activation energy is not certain in the region with Si doping level of $2 \times 10^{17} \text{ cm}^{-3}$ or below. In comparison, activation energies of 5.6 and 2.6 eV have been measured for atomic Ga [21] and Si [22] diffusion respectively in GaAs. For Al diffusion, activation energies of 4.3 and 3.6 eV have been measured in GaAs and AlAs respectively by a sputter Auger technique [1].

The mechanism of Si-IILD has been debated for a long period of time. It is generally accepted that, in Si induced superlattice mixing, the Al and Si diffusion is assisted by complexes consisting of charged defects. Since the density of the charged defects depends on the Fermi level, the superlattice
mixing is affected by the Fermi level. The controversial argument, however, has been about the type of the charged defects performing the enhancement for the superlattice mixing. An extensive review of various models can be found in reference 23.

The connection between the electrical properties and the enhanced superlattice mixing for AlGaAs superlattices is described in reference 24. The electrical activation of Si was measured in Al$_{0.01}$Ga$_{0.99}$As/GaAs superlattice samples by a profile plotter. In the as-grown samples, the dopants were fully activated up to the Si concentration level of $10^{18}$ cm$^{-3}$. At a higher doping level, the carrier concentration was about 40% of the Si-doping concentration, which is commonly noticed in GaAs samples with heavy Si doping. The degree of compensation depends on various factors. In Si doped GaAs samples grown by MBE, for example, the compensation is affected by the As$_4$/Ga flux ratio and substrate temperature [25,26]. Ishibashi et al. have shown that in MBE grown GaAs, the electron concentration reaches a maximum value for a Si concentration of $6 \times 10^{19}$ cm$^{-3}$ and decreases at higher Si concentration levels [27]. There are several possibilities which may account for the compensation at a high Si concentration. In general, the compensation ratio is determined in part by the relative numbers of Ga and As vacancies, and the relative free energy. According to a theoretical calculation, the free energy of a Si atom residing on a Ga site is about

![Graph showing the A1 diffusion coefficient versus the electron concentration at 800°C. The solid line is the least linear square fitting, indicating that the A1 diffusion coefficient varies with the carrier concentration as $n^{2.9}$.](image)

**Fig. 3.** Plot of the Al diffusion coefficient versus the electron concentration at 800°C. The solid line is the least linear square fitting, indicating that the Al diffusion coefficient varies with the carrier concentration as $n^{2.9}$.
Fig. 4. Plot of the Al diffusion coefficient as a function of the Si concentration. The data points were determined from SIMS measurements of AlAs/GaAs superlattice samples and extrapolated to 700°C. The solid line is proportional to the third power of the electron concentration extracted from carrier concentration measurements of Ishibashi et al. [27].

0.3 eV lower than on an As site [28]. Although the concentration of As vacancies in GaAs samples grown by MBE or organometallic vapor phase deposition (OMVPE) may exceed that of Ga vacancies [29], most Si atoms reside on Ga sites as donors at a low Si concentration. At a high doping level, additional Si-doping produces acceptors, which then autocompensate Si donors by forming electrically neutral pairs. Si pairs have been identified by local vibration mode spectroscopy at high doping levels [30]. On the other hand, in heavily Si doped AlGaAs materials, defect complex formation and Si precipitation have been suggested to account for the electrical compensation.

The correlation between Al diffusion rate and the electron carrier concentration is described by Figure 3. The Al diffusion coefficient increases with approximately the third power of the electron carrier concentration. Figure 4 shows a plot of the Al diffusion coefficient versus Si concentration over the range of $2 \times 10^{17}$ to $10^{20}$ cm$^{-3}$. For comparison, also plotted in the figure is the third power of the estimated electron concentration according to the measurements of Ishibashi, et al. for Si-doped MBE materials [27]. It is noticed that even in the heavily compensated region, where the electron concentration decreases with increasing Si concentration, the Al diffusion coefficient is still proportional to the third power of electron concentration. In a heavily Si-doped sample, the decrease of the mixing
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Fig. 5. SIMS depth profiles of Al and Te concentrations in AlGaAs superlattice samples; (a) as grown, and after 30 minutes annealing at (b) 900°C and (c) 1000°C.

correlates to the autocompansation effect described earlier. In addition to Si-induced superlattice mixing, a quantitative study was conducted on Te-doped GaAs/AlAs superlattices [5]. Among the n-type dopant species of Ge, Se, S, Sn and Si, Te has the lowest diffusion coefficient in GaAs [31], and therefore can be used to satisfy the requirements for abruptness and control of doping profiles for device applications. Te-induced AlAs/GaAs superlattice mixing was studied in a similar structure as the Si-induced case. A staircase-like Te-doping profile was introduced with concentration plateaus of $2 \times 10^{17}$, $5 \times 10^{17}$, $1 \times 10^{18}$, $2 \times 10^{18}$, $3 \times 10^{18}$ and $2 \times 10^{18}$ cm$^{-3}$ (Figure 5). The annealing temperatures ranged from 800 to 1000°C. The minimum temperature for Te-induced mixing is much higher than that for Si. At 1000°C, the mixing enhancement is visible for Te doping level of $2 \times 10^{18}$ cm$^{-3}$. As shown in Figure 6, the activation energy for Al diffusion is independent from the Te concentration, similar to that of Si. The activation energy is about 3 eV, which is lower than that of Si induced mixing. The Al diffusion coefficient versus Te concentration at 800°C is plotted in Figure 7. Unlike Si induced mixing, the Al diffusion coefficient shows a near first power dependence on Te concentration. These results indicated that, besides the Fermi level effect, the enhanced superlattice mixing is also affected by the doping species.

2.2 Ion Induced Superlattice Mixing

For practical applications, the ion implantation technique has been commonly employed to introduce impurities into superlattice samples where optical and electrical confinement is desired. During the implantation, energetic ions impact on the target atoms, causing displacement of the target atoms
Fig. 6. Arrhenius plots of Al diffusion coefficients at Te concentrations of $2 \times 10^{17}$ cm$^{-3}$ (□), $5 \times 10^{17}$ cm$^{-3}$ (○), $10^{18}$ cm$^{-3}$ (△), $2 \times 10^{18}$ cm$^{-3}$ (+), and $3 \times 10^{18}$ cm$^{-3}$ (◇).

Fig. 7. Plot of the Al diffusion coefficient as a function of Te concentration (+). The solid line is a least square fit to the data points with a slope of 1.3 ± 0.1, indicating an approximately linear relationship between Al diffusion coefficient and the Te concentration. As a comparison, the Al diffusion coefficient as a function of the Si concentration at 800 C is also shown.
by kinetic energy transfer (the collision effect) through nuclear energy loss. Therefore, the superlattice structure can be mixed by the collision effect alone, and the extent of mixing depends on the nuclear energy loss of the incident ions. Impurity-induced mixing, in comparison, depends on the electronic valence and the chemical environment. In the ion-induced mixing process, both effects are involved. The two distinct effects were demonstrated by comparing the mixing behavior of AlAs/GaAs superlattices for elements of comparable mass but different valence such as Ga, As and Ge, and elements of comparable valence but different mass such as Si and Ge. In this comparison, the implantation energies were chosen to be such that the implantation ranges for the implant species were about the same [9].

For Ga, As, Ge, and Zn implantation, the atomic displacement of Al can be observed in the as-implanted samples, which is the result of the atomic collisions during implantation. Figure 8 shows the calculated nuclear energy loss of various ion species with incident energy such that the implantation ranges are about 150 nm. As shown in Figure 9, the observed mixing range in the Ga implanted samples is about 150 nm, correlating well with the implantation range calculated using a Monte Carlo technique. Depending on the nuclear energy loss and the dose of the ion implantation, the mean atomic displacement length due to collision mixing can be estimated using a simple diffusion model of Haff and Switkowski [32]. The experimentally observed
magnitude of mixing is in good accord with the prediction of this collision mixing model.

For Ga implantation, a post thermal anneal resulted in a small amount of further incremental mixing. However, the extent of mixing quickly saturates with annealing time (Figure 9). The small amount of additional mixing during the anneal may be attributed to the crystal recovery process. The collision-induced mixing by As implantation behaved in an analogous fashion. In both cases, the mixing regions are confined to the implantation regions, the diffusion lengths are in accord with the collision estimate, and the diffusion lengths saturate with increasing annealing time. Therefore, Ga and As implantation cause primarily collision-induced mixing, where the extent of the mixing agrees well with the theoretical estimates.

In contrast to Ga and As ions induced mixing, Ge and Si implantation with subsequent anneals results in the development of two distinct regions (Figure 10). The first region is a collision-induced mixing region, which is near 150 nm deep, and analogous to that of Ga or As implantation. In this region, the mixing induced by Ge ions is larger than that by Si ions since Ge ions undergo higher nuclear energy loss. The second region is the impurity-induced mixing region, where the mixing of the superlattice has been dramatically enhanced. The range of the mixed region is deeper for longer anneals, and it is correlated with the impurity diffusion front. In addition, comparing with Si-doping induced mixing, the ion damage results
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Fig. 10. Al diffusion length as a function of the depth in an as-grown superlattice (•), a sample implanted with $10^{15}$ ions/cm$^2$ Ga at 344 keV (○), and samples annealed at 850°C for 30 minutes (X), 3 hours (□), and 6 hours (△) subsequent to the Ga implantation.

in a complicated diffusion behavior near the surface. A diffusion barrier was formed in the region where collision-induced mixing occurred prior to annealing. Consequently the impurity-induced mixing was strongly inhibited in the damaged region although there is no saturation of interdiffusion of Al and Ga with increasing anneal time, as is seen in the cases of Ga and As implantation.

The SIMS data for samples implanted by Ge and Si with thermal anneal at 850°C for 3 hours are shown in Figure 11. It can be seen that the impurity-induced mixing region for the Ge implanted sample was extended to a depth of about 550 nm, while that for the Si implanted sample is only about 450 nm. On the other hand, the Al depth profile for the Si implanted sample shows more complete mixing. Therefore, it appears that Ge atoms diffuse faster than Si atoms, resulting in a lower concentration at a given time duration. From the literature [33], it was found that the diffusion coefficient of Ge is larger than that of Si at 850°C, which agrees with this experimental observation. Assuming that Ge and Si-enhanced mixings are dominated by the same mechanisms, the Al total diffusion lengths may depend on the local Ge or Si concentration. Since at a given depth the time-averaged concentration of Ge is lower than that of Si, faster Ge diffusion results in a less Al interdiffusion.
The features of Si ion implantation induced superlattice mixing are examined by TEM and SIMS, and shown in Figure 12 [34]. In this experiment, AlAs/GaAs superlattice samples implanted with 180 keV$^{28}$Si$^+$ of doses ranging from $3 \times 10^{13}$ to $3 \times 10^{15}$ cm$^{-2}$ were examined before and after a 3 hours 850°C anneal. Two distinct features were identified in Figure 12. Near the surface of the sample, the ion damage formed a diffusion inhibition region (region I & II). Beyond this region, Si diffusion resulted in a flat Si concentration plateau and a sharp front. Corresponding to the Si diffusion region, there was an enhanced superlattice mixing (region III).

In contrast, Be ion implantation does not produce significant collision-induced superlattice mixing even at a high dose (Figure 13). The nuclear energy loss for Be implantation is an order of magnitude less than that for Ga. The effect of the superlattice mixing with post thermal anneals depends on the Be concentration. There is no observable enhanced mixing in the samples implanted at low doses. The mixing occurred at doses above $10^{15}$ ions/cm$^2$. The plot of the Al diffusion length resembles the shape of the as-implanted Be profile. The mixing is directly related to the local Be concentration and may be assisted by implantation induced defects. In a similar manner, impurity induced mixing by Zn has a high critical concentration. However, since Zn is much heavier than Be, high dose Zn implantation results in collision induced
mixing as well as heavy damage in the implantation region. The high density of the defects inhibit both Al and Zn migration. The mixing inhibition is strong especially for Zn implantation at the dose above $10^{16}$ cm$^{-2}$.

### 2.3 Mixing Inhibition in Heavily Doped and Ion Implanted Regions

The intermixing of Si doped AlGaAs superlattices with the Si concentration well above $10^{20}$ cm$^{-3}$ has been studied by Guido et al. [35]. In this work, Si atoms were incorporated into the superlattice subsequent to an interruption in the OMCVD growth process, forming an $(\text{Si}_2)_{x}(\text{GaAs})_{1-x}$ alloy. Al and Ga diffusion was found to be inhibited in the region heavily doped with Si. More detailed studies indicated that the mixing inhibition correlates with the formation of dislocation loops and defect clusters in heavily Si-doped AlGaAs superlattices [36].
Fig. 13. Al diffusion length as a function of the depth in AlAs/GaAs superlattice samples implanted with Be ions. Be implantation was performed at 41 keV with the dose of $10^{15}$ cm$^{-2}$ (X), $3 \times 10^{15}$ cm$^{-2}$ (Δ), $6 \times 10^{15}$ cm$^{-2}$ (□), and $10^{16}$ cm$^{-2}$ (O). The samples were annealed at 850°C for 3 hours after the implantation. The data from an as-implanted sample (●) is also shown.

Reference 28 describes an experiment, where AlAs/GaAs superlattices were grown by MBE and doped with silicon over a concentration range of $10^{18}$ to $10^{20}$ cm$^{-3}$. In the as-grown sample, there was no defect clustering observed by TEM in the Si-doped regions. However, Si segregation into the GaAs layers was observed at the Si doped level of $10^{19}$ cm$^{-3}$ (Figure 14a). A small amount of Al interdiffusion was also observed in the heavily Si-doped region. As described previously (Figure 3), Al diffusion increases with the Si doping level and reaches a maximum value at the Si concentration of mid of $10^{19}$ cm$^{-3}$. With further increase of the Si doping level, Al diffusion is retarded. Referring to Figure 14a, in the as-grown sample, it is possible that a brief mixing occurs in a proper doping window. Therefore the degree of the mixing is slightly more in region II compared with that in region III where the doping level is higher. When a post thermal anneal at 750°C was applied to the superlattices, the superlattice layers in region I and region II were completely mixed (Figure 14b). It is also interesting to notice that the Si diffusion in region I is somehow retarded and also segregated into GaAs layers.

A comparison of the Al diffusion at the Si doping levels of $10^{19}$ and $10^{20}$ cm$^{-3}$ was performed at an annealing temperature of 700°C. Figure 15
Fig. 14. SIMS depth profiles of Al and Si concentrations in AlGaAs superlattice samples; (a) as grown sample with Si doping level of $10^{20}$ (I), $10^{19}$ (II), and $10^{18}$ cm$^{-3}$ (III); and (b) annealed at 750°C for 3 hours.

Fig. 15. SIMS depth profiles of Al and Si concentrations in the AlGaAs superlattice sample annealed at 700°C for 3 hours. The corresponding TEM cross section image reveals defect clusters in region I and dislocation loops in region II.
shows a SIMS depth profile and the corresponding TEM cross-section image of a sample annealed at 700°C for 3 hours. At this temperature, more Al diffusion occurs in the region with $10^{19}$ cm$^{-3}$ of Si doping than at higher or lower Si concentrations. The TEM micrograph reveals that there are prismatic dislocation-loops, 30–40 nm in diameter and lying in (110) type planes in the second Si doped region. In comparison, formation of Si interstitial loops in (111) planes was reported by Guido et al. [37] in Si implanted and annealed samples. A high density of defect clusters is observed in the $10^{20}$ cm$^{-3}$ of the Si doping region (Figure 15). These defects seem to be preferentially located in the GaAs layers. In the region with Si doping of $10^{18}$ cm$^{-3}$, neither mixing nor defect formation was observed.

The inhomogeneity in the distribution of defects in superlattice layers has been reported in Si implantation induced mixing. The Si segregation, preferentially in GaAs observed in SIMS measurements, is probably associated with Si gettering at defect centers in the GaAs layers. The trend in Figure 15 indicates a correlation among the Si concentration, defect formation and Al interdiffusion. In region II (with $10^{19}$ cm$^{-3}$ Si doping), the growth of dislocation loops, presumably interstitial in nature, results in the creation of equal numbers of Ga and As vacancies which assist Ga interdiffusion. Smaller dislocation loops are also found at a lower annealing temperature (650°C) associated with less Al interdiffusion [38]. In region I (with $10^{20}$ cm$^{-3}$ Si doping), the sharp Si profile shows a retardation of Si diffusion at a concentration above $10^{19}$ cm$^{-3}$, and there is a diffusion shoulder near the surface. This suggests that most Si atoms are trapped which results in the inhibition of Al interdiffusion in this region.

The effect of damage on Si-induced superlattice mixing was examined by implanting 3 MeV Ga ions into AlAs/GaAs superlattices doped with Si [39]. Results from this experiment are illustrated in Figure 16. In the superlattice, region I, II, and III were doped with Si at levels of $5 \times 10^{17}$, $10^{18}$ and $5 \times 10^{18}$ cm$^{-3}$. Since the implantation energy was high, most damage in the superlattices in the depth of 3 μm was due to the electronic energy loss and was relatively uniform in this depth (except for a shallow region near the surface). The Si profile in the annealed control sample of Figure 16(b) reveals some key features of the Si induced mixing process. The Si diffusion shoulders and the boundaries of Al diffusion are extremely abrupt, indicating the highly non-linear dependence on the Si concentration. The enhancement of the Al diffusion was strongly inhibited by Ga implantation, as shown in Figure 16(c) and (d). In the implanted superlattices, the Al diffusion activation energy was unchanged despite a two orders of magnitude drop in the Al diffusion coefficient. The results suggest that the “active” Si concentration is proportionately diminished by the Ga implantation. A possible conclusion from these various implantation studies is that implantation damage facilitates the formation of complex defect clusters which
Fig. 16. SIMS depth profiles of Al and Si concentration in AlGaAs superlattice samples with the period of 50 Å; (a) as grown, (b) annealed at 850°C for 3 hours, (c) implanted with $10^{13}$ cm$^{-2}$ Ga ions at 3 MeV followed by a thermal anneal, and (d) implanted with $10^{14}$ cm$^{-2}$ Ga at 3 MeV followed by a thermal anneal. The annealing condition for (c) and (d) were the same as that for (b).

immobilize or getter Si atoms and mono-vacancies, thereby inhibiting the mixing process.

3 INGAAS/INP SUPERLATTICE MIXING AND CONVERSION

InGaAsP/InP superlattices are important for optical devices in the long wavelength region. In general, the IILD process developed in the AlGaAs
superlattice system can be applied to the InGaAsP superlattice system for device fabrication. The complication in the InGaAsP superlattice system, however, is that the resulting energy band structure from the mixing is determined by both anion (As, P) and cation (In, Ga) interdiffusion. In addition, the sub-lattice interdiffusion causes strain at the interfaces due to a stoichiometric change in the superlattice layers.

Undoped InGaAsP/InP superlattices are stable below 600°C. Evidence of minor P diffusion was observed at 700°C [40]. Zn diffusion induces mixing almost exclusively on the cation (In or Ga) sublattice at 600°C, again with some evidence of anion motion at 700°C [41]. Si implanted InGaAs/InP superlattices revealed partial mixing at 650°C but it was not determined if both sublattices were involved [42]. These results may be contrasted with the AlGaAs system, in which the superlattice mixing produces an unstrained superlattice with a band gap intermediate between those of the original layers. In this case, As diffusion cannot be examined because of its uniform concentration. In the InGaAsP/InP system, cation diffusion results in a superlattice with increased strain and an increased disparity in the layer band gap.

Figures 17 and 18 describe the experimental results of interdiffusion in an InGaAs/InP superlattice annealed in a closed ampoule with Zn$_3$As$_2$ as a dopant source [43]. The anneal was performed at 600°C for 1 hour. In this sample, Zn diffusion was fast and resulted in a concentration on the order of 10$^{20}$ cm$^{-3}$. Figure 17 indicates a substantial interdiffusion of Ga but little movement of As or P. The Ga diffusion profile in the InP substrate indicates a diffusion length of approximately 200 nm. This amount of diffusion is more than sufficient to distribute the Ga uniformly through the superlattice. Complete Ga redistribution implies a phase stoichiometry of approximately In$_{0.9}$Ga$_{0.1}$As from an as-grown In$_{0.53}$Ga$_{0.47}$As/InP superlattice with the layer thicknesses of 10 nm InGaAs and 40 nm InP. The estimated lattice mismatch for In$_{0.9}$Ga$_{0.1}$As/In$_{0.9}$Ga$_{0.1}$P is about 3.2%. This mismatch was confirmed by a high resolution TEM lattice image. Figure 18 is a high resolution lattice image of one period of the Zn diffused superlattice illustrating an abrupt 2.1° bend of the (111) lattice fringes through the As layer. The indicated strain may be accurately assessed through measurements of the c axis lattice spacing. Electron diffraction yields a lattice spacing of 0.582 nm in the In$_{0.9}$Ga$_{0.1}$P layers; 0.9% smaller than the nearby InP substrate (0.587 nm). The In$_{0.9}$Ga$_{0.1}$As layer spacing is 0.620 nm, corresponding to an expansion of 5.6%. No distortion is observed in the a-b growth plane. Poisson’s ratio (~0.355 in the InAs-InP dilute Ga system [43]) may be used to calculate the bulk lattice parameters, and hence the lattice mismatch, of the two layer materials [44,45]. The lattice mismatch of the In$_{0.9}$Ga$_{0.1}$As compound to InP is 2.7%, and that of the In$_{0.9}$Ga$_{0.1}$P compound is 0.4% for a net layer mismatch of 3.1%.
Fig. 17. SIMS concentration depth profile of an In$_{0.53}$Ga$_{0.47}$As/InP 20 period superlattice subjected to a 600°C, 1 hour closed-tube Zn diffusion. The period is approximately 40 nm. Mixing is confined to the cation (In and Ga) sublattice. The mixed superlattice has an approximate stoichiometry of In$_{0.9}$Ga$_{0.1}$As/In$_{0.9}$Ga$_{0.1}$P.

Fig. 18. TEM high resolution lattice image of the Zn-diffused superlattice. The (111) planes exhibit an abrupt 2.1° bend at the layer interfaces marked by horizontal lines. The distance between these lines is 7.5 nm. No crystalline defects are observable. A straight line is drawn parallel to the arsenide layer (111) fringes to guide the eye, while the arrows at each interface are parallel to the phosphide layer fringes.
The critical layer thickness, beyond which misfit dislocations or microtwins will form to relieve stress, is calculated from the classic formula of Matthews and Blakeslee [45]. For a 2.7% mismatch, the critical layer thickness is approximately 6 nm. The In$_{0.9}$Ga$_{0.1}$As layer thickness in the sample examined by TEM is approximately 7.5 nm. No microtwins or misfit dislocations were observed in any of the superlattice layers corresponding to a viewable interfacial length of tens of microns. Formation of strained layers by mixing therefore has a significant advantage that both layer interfaces are bounded and there is no propagation of defects from the growth surface. Stress is balanced between the layers so that there is no significant accumulation of strain with increasing distance from the InP substrate.

Figure 19 describes the results of Si-induced InGaAs superlattice mixing. In this experiment, Si was diffused from a thin Si surface layer deposited on an as-grown Si-doped sample. The diffusion was performed in a closed-tube at 700°C. The Si diffusion profile exhibits the classical diffusion shoulder, which resembles the profile in the AlGaAs superlattice and suggests that the diffusion mechanism may be similar for these superlattices. The interesting fact is that a comparable mixing occurs on both sub-lattices of Ga and P within a narrow range of Si concentration near the $5 \times 10^{18}$ cm$^{-3}$ level. This narrow range of the mixing enhancement can be understood, by recalling the
mixing in the AlGaAs system, that strong compensation effects and complex
defect formation occur at very high Si concentrations near the surface which
inhibit mixing enhancement. The mixing enhancement is small when the
Si concentration is low in a greater depth. Therefore, a proper level of Si
concentration needs to be selected for an optimized mixing enhancement for
both cation and anion sub-lattices interdiffusion in InGaAsP superlattices.

In the above descriptions, we have presented the experimental evidence of
impurity-induced mixing in AlGaAs and InGaAsP superlattices. For n-type
doping, Si is a popular species to induce AlGaAs superlattice mixing. Al
diffusion has a fourth power dependence on the Si concentration. Te is
another n-type doping candidate examined for impurity induced mixing,
which provides enhanced Al diffusion with a near first power dependence
on the Te concentration. Be and Zn are common species for p-type dopant
for impurity induced layer mixing. For InGaAsP superlattices, Be induces
primarily cation interdiffusion, while Si diffusion results in both cation and
anion diffusion. In a mixing process induced by ion implantation, both effects
of collision and impurity contribute to the superlattice mixing. In addition,
ion damage and doping defects may cause mixing inhibition.

In the following section, we will discuss how to utilize defects and localized
impurities to control layer intermixing, and apply the technique of layer
intermixing control to fabricate multi-wavelength lasers.

4 CONTROL OF LAYER INTERMIXING IN DEVICE
FABRICATION

4.1 Differential Al-Ga Interdiffusion in undoped AlGaAs/GaAs and
AlGaInP/GaInP Quantum Wells

Intermixing of the column III atoms in III-V semiconductor heterostructures
has attracted considerable interest for the fabrication of optoelectronic
devices, since it allows modification of the potential profile of a heterostruc­
ture after the material growth. Among the techniques for enhancing the
interdiffusion of Al and Ga is the use of a SiO₂ cap, which is well-known
for altering the electrical and optical properties of AlGaAs/GaAs structures
[37,46–51]. Control of the intermixing of an undoped GaAs/AlGaAs QW is
possible by patterning the SiO₂ on the surface since SiO₂ mask functions as a
sink for Ga outdiffusion, which creates group III vacancies in the structure. In
this subsection, we first discuss the Al diffusion coefficient in AlGaAs/GaAs
and AlGaInP/GaInP QWs by vacancy enhanced layer intermixing under SiO₂
mask and how to use the large difference in the Al diffusion coefficient to
achieve layer intermixing control in a dual stacked AlGaAs and AlGaInP
QW structure.
Values of the column III interdiffusion coefficient for samples annealed with an SiO$_2$ cap have been reported for the Al$_x$Ga$_{1-x}$As/GaAs and (Al$_x$Ga$_{1-x}$)$_{0.5}$In$_{0.5}$P/Ga$_{0.5}$In$_{0.5}$P materials systems [37,47,48,51]. The large difference in measured activation energies [48] for AlGaAs/GaAs versus AlGaInP/GaInP suggests that, over a certain temperature range, the interdiffusion of group III atoms in AlGaInP/GaInP samples is much slower than in AlGaAs/GaAs samples. The difference of the interdiffusion of the two types of heterostructures has not only been observed in separate samples, but also in a single sample with a stacked dual-QW structure [52]. A large difference in vacancy-enhanced intermixing rates for the AlGaAs/GaAs and AlGaInP/GaInP materials systems within a single sample was observed, and showed that this can be used to selectively intermix the GaAs/AlGaAs QW only under a SiO$_2$ cap and leave both QWs intact under a bare surface.

A schematic diagram of such a stacked dual-QW laser structure is shown in Figure 20. The material used in this study was grown by low-pressure OMVPE. The layers form a dual quantum well active region laser diode structure. Between 0.8 $\mu$m n- and p-type Al$_{0.5}$In$_{0.5}$P cladding layers are an upper 100 Å GaAs QW with Al$_{0.4}$Ga$_{0.6}$As confining layers and a lower 80 Å Ga$_{0.4}$In$_{0.6}$P QW with (Al$_{0.6}$Ga$_{0.4}$)$_{0.5}$In$_{0.5}$P confining layers. The separation of the QW layers is nominally 1100 Å. All of the confining and QW layers are nominally undoped. Over the upper p-type cladding layer are p-type Al$_x$Ga$_{1-x}$As layers with $x$ = 0.8, 0.4, 0.2, and 0, and thicknesses of 300, 300, 300, and 1000 Å, respectively, with the GaAs layer on the surface. The peak wavelengths of spontaneous emission from the dual-QWs measured by room temperature photoluminescence are 840 and 670 nm respectively. Broad area laser diodes formed from this material have a threshold current density of 200 A/cm$^2$, and efficiency of 29%/facet at a lasing wavelength of 853 nm. It indicates that the emission is from the GaAs QW region without any thermal annealing.

To fabricate red and infrared side by side lasers or LEDs from the stacked active region laser structure, carrier access to the GaInP QW is needed which means that the bandgap of the GaAs QW needs to be increased to above that of the GaInP QW. This may be achieved by selective intermixing of the GaAs QW. Samples were prepared for annealing by depositing a silicon dioxide layer on the upper surface by chemical vapor deposition and opening 250 $\mu$m wide stripes on 500 $\mu$m centers. Annealing was carried out in a rapid thermal annealing furnace.

The room temperature photoluminescence spectra are shown in Figure 21 for an SiO$_2$-capped portion of a sample which was annealed 3 times at 1000°C for a total of 4 minutes. The PL is shown for the as-grown sample and after anneal times of 1, 2, and 4 minutes. Prior to annealing, peaks are present in the PL at 845 and 676 nm, corresponding to the AlGaAs/GaAs and AlGaInP/GaInP quantum wells. The QWs were confirmed as the sources...
Fig. 20. Schematic diagram of the dual quantum well active region laser structure. The two quantum wells of interest are shaded.

of the emission by measuring PL on an unannealed piece after etching off layers from the surface down to the AlGaAs etch stop, and then to the GaInP etch stop. After annealing, the AlGaAs/GaAs peak shifts to a higher energy, indicating changes of the potential well profile due to the interdiffusion of the Al and Ga, as is commonly seen [46-51] in AlGaAs samples capped with SiO$_2$. In stark contrast, the position of the peak at 676 nm from the AlGaInP/GaInP QW remains stable, indicating insignificant movement on the column III sublattice at the AlGaInP/GaInP interface. Figure 22 shows the energy shift of the PL peaks for the two QWs with and without the SiO$_2$ cap for the same sample as in Figure 21. As is usually observed, the shift of the AlGaAs/GaAs QW energy under the SiO$_2$ cap is much larger than that in regions without SiO$_2$ cap [46–48,50]. It is interesting to note the opposite behavior seen for the AlGaInP/GaInP QW energy, for which the energy shifts
Fig. 21. Room temperature photoluminescence spectra of a SiO₂-capped portion of a sample which was annealed at 1000°C. Curves are shown after 0, 1, 2, and 4 min total anneal time.

Fig. 22. Energy shifts of the room temperature photoluminescence of an Al₀.₄Ga₀.₆As/GaAs QW and an (Al₀.₆Ga₀.₄)₀.₅In₀.₅P /Ga₀.₄In₀.₆P QW, with and without a SiO₂ cap.
only in the regions without the SiO₂ cap. Under either the capped or uncapped surface conditions, the shift is much smaller than the shift of the AlGaAs QW under the SiO₂ cap. This behavior will be discussed further below.

In order to calculate the activation energy of the Al-Ga interdiffusion for the AlGaAs/GaAs QW, samples with an SiO₂ cap were annealed in a furnace at 850, 875, 905, and 925°C, and at 975, 1000, 1025, and 1065°C in the RTA. Anneal times ranged from 5 hr at 850°C to 50 sec at 1065°C.

Values of D were calculated following a procedure similar to that used by others [37,47,48,51]. A square, finite potential well was assumed to represent the QW before annealing. The Al profile of the intermixed QW was calculated as [53,54]

\[
x = x_o \left\{ 1 + \frac{1}{2} \text{erf} \left( \frac{z - L_z/2}{2\sqrt{D}\tau} \right) - \frac{1}{2} \text{erf} \left( \frac{z + L_z/2}{2\sqrt{D}\tau} \right) \right\},
\]

where \( x_o = 0.4 \) is the aluminum fraction in the barriers (assumed to be of infinite width), \( z \) is the position from the center of the QW of width \( L_z \), \( D \) is the Al-Ga interdiffusion coefficient, and \( \tau \) is the anneal time. The resulting aluminum profile was translated into the corresponding conduction and valence band potential profiles using 65:35 splitting of the band gap discontinuity for the conduction and valence bands, respectively. The Schrödinger equation was then numerically integrated in order to calculate the transition energy between the electron and heavy hole ground states. \( D \) was adjusted until the calculated transition energy matched the peak of the PL. The values of \( D \) determined in this manner are plotted as symbols in Figure 23 along with a line showing the least squares fit. For all data points, the fit is \( D = 420 \exp(-4.54/kT) \) cm²/s, where \( k \) is the Boltzmann constant in eV/K. Separate fits to the furnace and RTA data give \( E_a = 4.5 \) eV for the RTA, and 4.8 eV for the furnace data, although both sets of data are described well by \( E_a = 4.5 \) eV, as shown. This activation energy is somewhat larger than other values reported for SiO₂ capped AlGaAs/GaAs samples, which typically are in the 3.6 to 4.1 eV range [37,47,51]. This may reflect different background doping conditions or the effect of the thick AlInP layers in the present samples. In any case, the value of \( E_a \) is considerably lower than the value of 6 eV determined for Al-Ga interdiffusion in intrinsic material without an SiO₂ cap [55].

The value of \( D \) at 1000°C calculated for the AlGaAs/GaAs QW in the region not covered by SiO₂ is also shown in Figure 23, and lies a factor of 10 below the value found for the SiO₂-capped portion. Since any wavelength shift of the AlGaInP/GaInP QW under the SiO₂ was not resolved in this experiment, a value for \( D \) cannot be calculated for that case. It is only possible to place an upper limit of about \( 5 \times 10^{-18} \) cm²/s at 1000°C, calculated as the value necessary to give a 1 nm wavelength shift for a 4 min anneal. This lies
Fig. 23. Calculated values of the Al-Ga interdiffusion coefficient, \( D \), as a function of temperature for the \( \text{Al}_{0.4}\text{Ga}_{0.6}\text{As/GaAs} \) quantum well. The calculations are based on the shift in photoluminescence energy. The solid line is a fit to the RTA and furnace anneal data for regions with a SiO\(_2\) cap.

It has been shown that in intrinsic AlGaAs, the Al-Ga interdiffusion most likely involves the triply-charged column III vacancy \([55,56]\), \( V_{III}^{3−} \). The Al-Ga interdiffusion coefficient is then proportional to the concentration and diffusivity \([56]\) of \( V_{III}^{3−} \). The cap is believed to enhance intermixing by introducing additional column III vacancies, \( V_{III} \), at the surface \([46,49]\). The excess vacancies quickly diffuse into the bulk \([49]\), increasing the Al-Ga interdiffusion. From the shifts seen in Figure 22, it is clear that the SiO\(_2\) cap has greatly enhanced the intermixing of the AlGaAs/GaAs QW in this sample, as is routinely observed in structures composed entirely of AlGaAs. Assuming that the interdiffusion in the AlGaNp follows the same mechanism, either a much lower column III vacancy concentration or diffusivity would be necessary to account for the lack of intermixing of the AlGaNp/GaInP QW under the SiO\(_2\). Experiments conducted on intermixing of AlGaNp/GaInP QWs show that it is difficult to intermix the heterostructure under the conditions employed. Samples containing GaInP/AlGaNp QWs with bare or SiO\(_2\) surfaces have been annealed under phosphorous over pressure at 900°C for 4 hours and showed only a slight bandgap increase of 10 nm \([58]\).
An approach to largely shift the bandgap of a GaInP/AlGaInP QW is by disordering of an ordered or partially ordered alloy structure [50].

To access the GaInP QW in the Red/IR stacked dual-QW structure by carriers, it is necessary to increase the bandgap of the IR QW above the red one. For the structure with Al$_{0.4}$Ga$_{0.6}$As confining layers in the IR QW shown in Figure 20, it is found that the intermixing rate slows down dramatically when the emission peak is shifted below 700 nm. In order to intermix the GaAs/AlGaAs QW selectively and move its bandgap above that of the InGaP/AlInGaP QW, the interdiffusion coefficient of Ga-Al in the GaAs/AlGaAs QW needs to be increased so that the anneal time needed can be shortened. One approach is to increase the aluminum content in the barrier region next to the QW layer. Figure 24 shows a GaAs/AlGaAs QW structure with Al$_{0.5}$Ga$_{0.5}$As sandwiching the QW. We have investigated selective intermixing of two stacked red/IR dual-QW laser structures with GaAs/Al$_{0.8}$Ga$_{0.2}$As QW: the IR QW region in the first structure is undoped, and the Al$_{0.8}$Ga$_{0.2}$As barrier layer in the second structure is doped with Si at $5 \times 10^{18}$/cm$^3$. Figure 25 shows the room temperature photoluminescence peak wavelength shifts of such high aluminum content barrier QWs under different anneal conditions. We see the enhancement of the intermixing rate of the GaAs/AlGaAs QW by adding aluminum in the barrier. The bandgap of the undoped infrared QW under SiO$_2$ is shifted to as far as 640 nm with no sign of saturation. On the other hand, the Si doped GaAs QW annealed under SiN$_x$ at the same anneal temperature shows smaller shifts of peak wavelength. Because SiN$_x$ prevents Ga outdiffusion at the surface, the group III vacancies in the AlGaAs QW region is only affected by the local impurity density. Therefore Si outdiffusion from the QW region is responsible for the decrease of interdiffusion coefficient of Ga-Al as anneal time is increased.

4.2 Selective Intermixing of Single Modulation-doped Quantum Well

One desired degree of control of intermixing is vertically in a heterostructure using impurity doping. As we have shown in the previous sections, the Al diffusion coefficient is dependent on the third power of the electron concentration in the AlGaAs superlattice. Thus the higher the Si concentration, the higher the Al diffusion coefficient and the degree of intermixing. Using the modulation doping technique, it is possible to intermix a heavily doped, $n$-typed region without intermixing its neighboring undoped or lightly doped regions. Combining the modulation doping with surface mask conditions, one can achieve control of intermixing in both lateral and vertical directions. We will discuss the control of layer intermixing in modulation-doped single and dual QW structures and its application in fabricating advanced optoelectronic devices such as multi-wavelength light emitters.
Fig. 24. Schematic band diagram of GaAs/AlGaAs QWs with high Al composition barriers, (a) undoped and (b) Si doped.
The Al diffusion coefficient of a Si doped AlAs/GaAs superlattice has a fourth power dependence on the Si concentration under thermal annealing when the surface of the sample is capped to prevent As outdiffusion [59]. For a Te-doped AlAs/GaAs superlattice, the Al diffusion coefficient is linearly proportional to the electron concentration. If the surface is bare to allow arsenic atoms to outdiffuse, however, the layer intermixing in the doped region will be suppressed. Thus the Al diffusion coefficient depends not only on the n type impurity doping density but also on the surface cap condition during anneal. In a Mg- or Se-doped GaAs/AlGaAs QW structure, however, it has the opposite effect [56]. The Mg- or Se-doped GaAs/AlGaAs QW is more stable under a SiO$_2$ cap than a bare or a SiN$_x$ surface condition [60]. In Table 1, the states of intermixing of different types of QWs under three types of surface masking conditions are summarized. The table clearly shows that using SiN$_x$/bare surface masks, one can selective intermix a n-type GaAs/AlGaAs QW heterostructure. We will discuss how to use the technique to fabricate multiwavelength side by side laser on a single GaAs substrate.

The band diagram of a modulation doped AlGaAs/GaAs QW separate confinement heterostructure is shown in Figure 26. On each side of the QW, 50 Å sections of the barrier layers are doped with Si. The sample is then annealed with a SiN$_x$ cap at 870°C. The shift of the photoluminescence peak
TABLE 1
Degree of intermixing of semiconductor QWs

<table>
<thead>
<tr>
<th></th>
<th>SiO₂</th>
<th>Si₃N₄</th>
<th>Bare surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>undoped QW</td>
<td>intermix</td>
<td>stable</td>
<td>stable</td>
</tr>
<tr>
<td>n-type QW</td>
<td>intermix</td>
<td>intermix</td>
<td>stable</td>
</tr>
<tr>
<td>p-type QW</td>
<td>stable</td>
<td>intermix</td>
<td>intermix</td>
</tr>
</tbody>
</table>

Fig. 26. Schematic band diagram of the active region and part of the cladding layers of an AlGaAs/GaAs separate confinement heterostructure single quantum well laser structure as grown and after annealing. Upon annealing with a SiNx cap, the Si doping causes localized intermixing of the QW and a bandgap increase.
is plotted in Figure 27. For eight hours of anneal, the wavelength is shifted as far as 700 nm from the intermixing of Al-Ga. In comparison, a sample with bare surface is also annealed at the same conditions. The wavelength in the bare surface stays almost the same. It demonstrates the possibility of fabricating a multiwavelength laser array with wavelength span of 840 to 700 nm.

A dual-wavelength laser is fabricated from the modulation doped QW laser structure by capping the surface with 300 μm wide SiNx and 200 μm wide bare surface stripe masks (shown in Figure 28) and annealing the sample at 870°C for one hour. After the anneal, broad area lasers of 100 mm wide and 750 mm long cavity were fabricated in the SiNx capped and bare surface regions. Devices formed in the SiNx capped regions have $J_{th} = 325$ A/cm² and a differential quantum efficiency of 29%/facet, the emission wavelength is 743 nm, and in the bare surface regions, $J_{th} = 200$ A/cm² and a differential quantum efficiency of 33%, the emission wavelength is 806 nm. The L-I curves of the dual wavelength lasers are shown in Figure 29. In this case, the wavelength in the bare surface region is slightly shifted due to the high Si doping in the barrier region of the QW. Lowering the doping can reduce the interdiffusion coefficient of Al-Ga under the bare surface region and minimize the intermixing of the QW. In another modulation doped GaAs/AlGaAs QW laser structure, the Si doping is reduced to $3 \times 10^{18}$/cm³ in the barrier region.
Fig. 28. Schematic diagram depicting selective intermixing using SiN$_x$ stripes on a Si-doped QW laser structure to fabricate dual-wavelength lasers.

Fig. 29. Light output power as a function of current for representative broad area devices formed in regions annealed with and without the SiN$_x$ cap.
The sample was capped with SiN$_x$ and bare surface stripes and annealed in a rapid thermal anneal furnace at 1000°C for 2 minutes. After the anneal, broad area devices of 100 mm wide and 750 mm long cavity were fabricated from the SiN$_x$ and the bare surface regions. Devices in the SiN$_x$ capped regions showed $J_{th} = 530 \text{ A/cm}^2$ and a quantum efficiency of 15%/facet, with an emission wavelength of 767 nm, and in the bare surface regions, $J_{th} = 500 \text{ A/cm}^2$ and a quantum efficiency of 20%/facet, with an emission wavelength of 844 nm. The wavelength in the bare surface region is almost unchanged compared to the as grown structure.

4.3 Selective Intermixing of Modulation Doped Dual AlGaAs Quantum Wells

In fabricating dual-wavelength side by side lasers by selective intermixing of a single modulation doped GaAs/AlGaAs QW active region, the wavelength of the intermixed region is determined by the anneal time and temperature. It is quite difficult to control the final wavelength. One approach to solve the problem is using a stacked dual-QW active region and selectively intermixing the longer-wavelength QW, allowing lasing from the shorter-wavelength and intact QW, and thus making a dual-wavelength side by side laser. The selective intermixing of one QW from another in a closely stacked dual QW structure is achieved by means of a finite Si impurity source next to the longer wavelength QW to be intermixed, which could assist in locally intermixing the thin layer with its neighbors by increasing the Al-Ga interdiffusion coefficient ($D_{Al-Ga}$) in the region, while leaving other nearby layers intact under SiN$_x$ as shown in Table 1. Under bare surface, both QWs are stable. By controlling surface conditions, the quantum well can be either intermixed or left intact, resulting in a dual-stripe, dual-wavelength laser.

The layers in the structure were grown by low-pressure organometallic chemical vapor deposition on an n-type GaAs substrate and form a separate confinement heterostructure laser with an asymmetric dual quantum well active region. Cladding layers are Al$_{0.75}$Ga$_{0.25}$As, and the waveguide layers are Al$_{0.4}$Ga$_{0.6}$As. Figure 30 shows a simplified band diagram (not to scale) of the active region and part of the cladding layers. The upper half of the figure shows the as-grown structure, while the lower part shows the structure after annealing. The 80 Å wide GaAs and Al$_{0.1}$Ga$_{0.9}$As QWs are separated by 550 Å, and the total thickness of the waveguide is about 1500 Å. The barrier layers next to QW1 are doped with Si at $5 \times 10^{18}/\text{cm}^3$ for 50 Å on each side of the QW. The room-temperature photoluminescence wavelengths emitted from the as-grown structure are 831 and 752 nm for QW1 and QW2, respectively. In broad area devices formed from the as-grown material, laser emission is at 832 nm from QW1, with a pulsed threshold current density, $J_{th}$, of 170 A/cm$^2$ and external quantum efficiency, $\eta$, of 27%/facet.
Fig. 30. Schematic band diagram of the active region and part of the cladding layers of the AlGaAs/GaAs separate confinement heterostructure asymmetric dual quantum well laser structure as grown and after annealing. Upon annealing with a SiN$_x$ cap, the Si doping causes localized intermixing of QW1 and a bandgap increase.

for a cavity length of 750 $\mu$m. It is notable that the devices are of high quality, despite the presence of the Si doping next to QW1 and QW2 in the active region. Under forward bias, QW1 has a higher population inversion than QW2 in the as-grown structure because of the lower band gap of QW1, and laser emission is at the longer wavelength from QW1. If QW1 were somehow eliminated, then lasing would be from QW2 \cite{61}.

In order to effectively remove QW1 from this structure, impurity-induced layer disordering from the grown-in Si is used to intermix QW1 with its neighboring barrier layers until the transition energy of QW1 is higher than that of QW2, as shown in the lower part of Figure 30. During the anneal,
the Si diffuses outwards and decreases in concentration, resulting in highly localized intermixing [59]. The local nature allows intermixing of QW1 without intermixing QW2, which is only about 550 Å away. Figure 31 shows the measured room-temperature photoluminescence from the two QWs as a function of anneal time at 870°C under a SiNx cap. Values for QW1 are plotted as closed and open circles, and values for QW2 are plotted as triangles. The diamonds show the wavelengths measured for a structure which contained only a single QW with nominally the same QW and barrier composition, thickness, and doping as QW1. Lines are shown as guides to the eye, with the dashed line corresponding to the single QW structure. The open circles are QW1 points measured as shoulders on the PL peak from QW2, as the two wavelengths are close for those measurements. Thus there is some uncertainty in the assignment of those values. However, the wavelengths measured for the single QW structure, which is nominally the same as QW1, agree quite well with the assignment of the values shown as open circles for QW1. From Figure 31, it is clear that a 2 hr anneal results in a large blue-shift of the PL emission of QW1 to below 730 nm, with negligible shift in the emission from QW2 to 750 nm. This demonstrates both the localized nature of the intermixing and the ability to sufficiently intermix QW1 for the present purpose.
Fabrication of dual-wavelength devices began with deposition of 800 Å of SiNₓ on the surface of a sample. Stripes with a width of 305 μm on 510 μm centers were then opened in the SiNₓ cap (shown in Figure 32), and the sample was annealed for 2 hr at 870°C. In the uncapped regions, the surface experienced loss of As, and thus an As-poor condition, which was previously shown to inhibit intermixing of an n-type superlattice [56]. Similarly, this bare surface condition was sufficient to largely suppress the intermixing of QW1 in the present case. Broad area lasers were fabricated in the SiNₓ capped and bare regions.

The light output power is plotted as a function of current in Figure 33 for representative devices from regions with and without the SiNₓ cap. In regions which had the SiNₓ cap, lasing is at a wavelength of 751 nm with $J_{th} = 260$ A/cm² and $\eta = 30\%$/facet; and in the regions which had a bare surface, $J_{th} = 195$ A/cm² and $\eta = 32\%$/facet at 824 nm. The emission spectra for the devices are shown in Figure 34 at 1.5 times threshold. Due to the low resolution of the measurement, the longitudinal modes are not resolved. Emission in the regions which had a SiNₓ cap is from QW2 at 751 nm, since the emission from QW1 was shifted to below 730 nm. Regions which did not have a cap emit at 824 nm from QW1, shifted only slightly from the as-grown value of 832 nm. The variation in wavelength in the short-wavelength devices is less than 1 nm across a 7.5 mm bar. This is in contrast to the larger variation of over 8 nm on the same size bar from a single-QW structure in which the QW was intermixed to give a wavelength of about 750 nm. There is better wavelength uniformity in the dual-QW structure because the emission is from QW2, which was not shifted during the anneal. Any non-uniformity in the shift of QW1 during the anneal does not effect the
Fig. 33. Light output power as a function of current for representative broad area devices formed in regions annealed with and without the SiN\textsubscript{x} cap.

Fig. 34. Emission spectra at 1.5 times threshold for broad area devices formed in regions annealed with and without the SiN\textsubscript{x} cap. Emission is at 751 nm from QW2 in the regions annealed with the cap and at 824 nm from QW1 in the regions annealed without the cap.
wavelength, as long as the shift is to a wavelength shorter than that of QW2. Since the short wavelength in the dual-QW structure is from unshifted QW2, there is not only improved uniformity, but also better control over the actual wavelength, since it is determined during the growth, rather than by the details of the anneal. By including additional QWs and properly placed Si doping, along with regions receiving various combinations of capped and uncapped anneals, this method should be extendible to more than two wavelengths.

5 SUMMARY

We have discussed various mechanisms of layer intermixing of III-V semiconductor heterostructures by impurities and defects in this article. Both ion implantation and doped impurities introduce defects and enhance Al diffusion in AlGaAs heterostructures. Si and Te are two n-type impurities examined for IILD. The Al diffusion coefficient is not only dependent on the electron concentration in the structure, but also on the surface cap condition. SiNx/SiO2 cap enhances or inhibits Al diffusion depending on the doping property of the impurity, so is the bare surface. Be and Zn are p-type dopants examined in AlGaAs and InGaAsP superlattices, Zn induces primarily cation interdiffusion, and Si induces both cation and anion diffusion. By varying surface cap conditions and modulation doping, control of selective layer intermixing can be realized. This technique can be used to modify the bandgap of a doped QW for wavelength shift or the refractive index of a doped AlGaAs heterostructure for forming optical waveguides. Multi-wavelength side by side lasers are demonstrated by selectively intermixing single or dual modulation Si doped GaAs/AlGaAs and GaInP/AlGaInP QWs.
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1. INTRODUCTION

The focus of this chapter is to understand the role of defects and damage on intermixing. Ion implantation is a precise and reproducible way of introducing controllable amount of impurities and/or defects in the near surface region. Thus, defect- and/or impurity-assisted interdiffusion process can be easily controlled. The two major mechanisms for intermixing (disordering) are direct collision and diffusion processes [1]. However, the effect of direct collisional disordering is only appreciable at high implantation doses. Although the doses of protons used in this study could be quite high, it is expected that direct collisional disordering is negligible due to
the small mass of this ion. Arsenic and oxygen implantations in this work fall into the diffusion regime because of the small doses used. The diffusion process, on the other hand, relies on impurities and/or native defects and their diffusion rates. A high temperature treatment step is usually required to initiate the interdiffusion process and at the same time remove or minimise the undesirable defects. Although an abrupt GaAs-AlGaAs interface can be grown easily, due to the small diffusion coefficient of Al-Ga [2,3], the presence of impurities and other defects may enhance this diffusion coefficient by orders of magnitude [1–6].

Implantation creates point defects (vacancies and interstitials), complexes and other extended defects. The accumulation of these defects increases the system’s free energy and during annealing, the free energy is lowered by annihilation of these excess point defects through the process of diffusion. During the diffusion process, these defects migrate across the GaAs-AlGaAs heterointerface [1–10], thereby enhancing the interdiffusion between the Al-Ga atoms. Thus, the degree of intermixing is dependent on the diffusion rates of these defects. Although a variety of mechanisms have been proposed to help understand the defect-enhanced interdiffusion process [6–10], these models share a common feature where point defects (interstitials, vacancies or antisites) are assumed to be responsible for the interdiffusion. The simplest model assumes gallium vacancies, \( V_{Ga} \), controlling the intermixing process.

Anodic oxidation is one of the traditional ways of making native oxides [11]. The pulsed anodization technique has recently attracted attention as a new way of creating current blocking layers for ridge-waveguide quantum well laser fabrication, since it was simple, reliable, and cost-effective [12,13]. On the other hand, pulsed anodic oxide can be used as an impurity-free defect source to enhance intermixing in GaAs/AlGaAs quantum well structures [14]. We have recently applied this technique to enhance the photoluminescence (PL) and cathodoluminescence (CL) signals from V-grooved quantum wires and obtained both spectrally and spatially well-resolved light emission from quantum wire [15]. Like other intermixing techniques [16], this interdiffusion technique can be conveniently applied to the fabrication of multiple wavelength lasers and non-absorbing mirrors for high power laser applications.

2 ION IMPLANTATION

Earlier studies of ion implantation-induced intermixing have also concentrated on the use of dopants or other impurities, such as Si, Zn, S, Se and O [1,5–7,17–26]. More recent studies have used chemically inert ions (inert gases) [23,27] or ions that are identical to the constituent atoms of the material system (Al, Ga, As) [23,28,29]. This so-called impurity-free intermixing method is of more interest, particularly in device fabrication
because complications and reliability problems that may be associated with dopants or impurities can be avoided. Nevertheless, the introduced defects must be removed in device applications. Again, these previous studies have been focused on the use of medium to heavy mass ions and these ions are known to cause more damage in the form of complexes and extended defects, which are more difficult to remove during annealing. Furthermore, with increasing ion dose, the accumulation of large damage clusters and extended defects may cause a saturation in the concentration of point defects, which evolve during annealing. The stronger thermal stability of these defects also inhibit the interdiffusion process, thus leading to a reduction (saturation) in intermixing, as indeed reported by several groups [20–23, 27, 29–32].

In this section, ion implantation-induced intermixing processes in GaAs-AlGaAs quantum wells will be systematically studied in a set of undoped quantum well structures grown by Metal Organic Chemical Vapor Deposition (MOCVD). The effect of ion species (H, As and O) are compared. Other parameters, such as implantation dose, implantation temperature, annealing time/temperature and the role of Al content in the barriers on intermixing are also investigated. The intermixing technique is then applied to blue shift the emission wavelengths of quantum well lasers.

2.1 Proton Implantation

The PL results for a sample implanted with protons to a dose of $5 \times 10^{15}$ cm$^{-2}$ and annealed at 900°C, 30 s are shown in Figure 1. Also shown is the unimplanted (but annealed) spectrum for reference. The inset is a schematic of the quantum well structure with Al$_{0.54}$Ga$_{0.46}$As barriers. Four peaks corresponding to the four QW of different thicknesses (1.4, 2.3, 4.0 and 8.5 nm) are clearly observed. The sharp peak at 820 nm is due to the excitonic transition from the GaAs buffer/substrate region while the smaller peak at higher wavelength is due to donor-acceptor related transition. Very large blue shifts in the PL peaks are observed after implantation and annealing, in particular QW2 and QW3 (intermediate well thickness) having shifts >100 meV. Although the intensities have degraded somewhat, their recovery are quite significant, only about a factor of two lower than those of the reference sample even at such a high dose. This indicates that most of the implantation-induced defects have been annealed. It is worth mentioning that no PL signal is detected prior to annealing due to the ion implantation-induced defects that act as non-radiative recombination centres. The PL linewidths have broadened significantly, indicating a highly non-abrupt interface due to the interdiffusion process. Cross-section transmission electron microscopy, XTEM, results show that the GaAs-AlGaAs interfaces are very much diffused and somewhat ‘broaden’ as a result of intermixing, particularly in the two narrowest wells (QW1 and
Fig. 1. Low temperature PL spectrum for a sample implanted with $5 \times 10^{15}$ H/cm$^2$ and annealed at 900°C for 30 s. Also shown is the spectrum for an unimplanted (but annealed under same conditions) sample for reference. The inset shows schematic of the sample.

QW2). Double crystal X-ray diffraction, DCXRD (Figure 2) results also indicate the highly non-abrupt interfaces after implantation and annealing. The main peak in Figure 2 (unimplanted) is due to the GaAs substrate while the secondary peak at lower angle is due to AlGaAs with an ‘average’ Al content. The smaller satellite peaks are due to the diffraction from the interference of the abrupt GaAs-AlGaAs interfaces. After implantation oscillation are observed between the main and the secondary peaks as a result of increased strain due to the ions. Upon annealing most of the additional strain is relieved but the original satellite peaks have either disappeared or somewhat decreased in intensity due to the diffused interfaces.

A plot of energy shift as a function of implantation dose is shown Figure 3. Very large energy shifts of up to about 200 meV are observed for the two intermediate wells. However, for the narrowest and widest QWs, the energy shifts are smaller. This effect is similar to that observed by Elman et al., who attributed it to the saturation of the exciton energy at the barriers [29]. As the well becomes progressively narrower, the ground state energy level of electrons (holes) moves closer to the conduction (valence) band of the barriers. Hence, for very narrow wells, there is a smaller range in which this level may move for a perturbation in the well. On the other hand, in wide wells there is only a small range in which the ground state can move for a change
Fig. 2. Double crystal X-ray diffraction rocking curves for implanted ($5 \times 10^{15}$ H/cm$^2$) but unannealed, unimplanted and implanted ($5 \times 10^{15}$ H/cm$^2$) and annealed (900°C for 30 s) samples.

Fig. 3. Magnitude of energy shifts as a function of dose. All samples have been annealed at 900°C for 30 s.
Fig. 4. Cross-sectional TEM of (a) unimplanted and (b) implanted sample ($1 \times 10^{16}$ H/cm$^2$, annealed 900°C, 30 s).

In the well shape due to the continuum limit for wide wells. Thus, in wells of intermediate width, the exciton energy is most sensitive to any perturbation in the well and hence, the large energy shifts. In all cases, magnitude of energy shifts increases linearly with implantation dose with no saturation observed. This effect is in stark contrast to several reports, which indicated a reduction in energy shift with implantation dose [20–23,27,29–32]. However, the results in those reports were for experiments using heavier ions such as Al, Ga or As. Thus, the use of protons is expected to create only point defects and dilute defect cluster [33,34] and hence, very efficient in creating intermixing. Even at high proton doses ($> 1 \times 10^{15}$ cm$^{-2}$) a large concentration of point defects may still exist as indicated by the large energy shifts with no apparent saturation. These observations are similar to a very recent study where it was reported that large energy shifts were obtained by protons [35]. In addition, proton bombardment is not expected to result in appreciable formation of more stable defects such as defect clusters and extended defects during annealing. This is further supported by the XTEM results in Figure 4 where no extended defects are observed after annealing even for a high implantation dose of $1 \times 10^{16}$ cm$^{-2}$. This suggests that almost all of the point defects created by proton implantation are involved in the intermixing process. The lack of defect agglomeration during annealing thus improves intermixing and optical recovery.
It is also interesting to note that at higher implantation doses (> \(5 \times 10^{15}\) cm\(^{-2}\)), the PL signal from the narrowest well (QW1) disappears completely. Two immediate explanations for this effect could be that 'complete' intermixing has occurred at this stage (ie. complete destruction of QW1) or the merging of the PL signal with that of the adjacent well (QW2) to form a broader peak. The latter scenario is unlikely because the linewidth of the adjacent QW at \(1 \times 10^{16}\) cm\(^{-2}\) is comparable to that implanted at lower doses. Complete intermixing of the narrowest QW has also been ruled out as indicated by the cross-sectional electron microscopy results shown in Figure 4 for a sample implanted to a dose of \(1 \times 10^{16}\) cm\(^{-2}\) and annealed at 900°C, 30 s. Although the QWs in the implanted (and annealed) sample appear to be 'diffused', due to intermixing, all four QWs are still observable. Hence, the more likely explanation of the disappearance of the PL signal from the narrowest well is that, as the well becomes progressively more intermixed, the ground state energy level of the T-band in the QW is raised to higher energies. When this level exceeds that of the X-band in the barrier the probability of direct transition decreases, making the QW indirect, similar to the type I to type II transitions reported in some very narrow and indirect quantum well [36–38]. This effect is further enhanced by the additional scattering of the photoexcited carriers due to some residual defects left in the sample after annealing. The disappearance of the PL signal at high implantation doses has also been reported recently by Kupka and Chen [31]. Although, they attributed this effect to T — X scattering, the damage created in their case was quite extensive (\(3 \times 10^{15}\) Ga/cm\(^2\)). It is most likely that amorphization of the GaAs QW has occurred at this dose and the disappearance of the PL signal could be due to 'complete' intermixing in their case.

The results of energy shifts as a function of annealing temperature and time are shown in Figure 5(a) and (b), respectively. It can be seen from these graphs that annealing above 900°C or 30 s does not further enhance intermixing in QW2 and QW3. Furthermore, no significant improvement in the PL intensities is observed above these conditions. The annealing results of proton bombardment in GaAs-Al\(_{0.54}\)Ga\(_{0.46}\)As quantum wells indicate that the annealing conditions can be adjusted to provide optimum shifts with acceptable PL signal recovery in the temperatures of 900–950°C for 30–45 s anneal. At lower temperatures (\(\sim 850°C\)), not all of the dilute point defect clusters can break up to liberate point defects which contribute to the interdiffusion process. Thus, the restoration of crystalline perfection is not efficient at these temperatures. Indeed, the PL intensities of the samples annealed at 850°C are about a factor of 2–3 lower than those annealed at 900 or 950°C. At higher temperatures on the other hand, very little improvement in the magnitude is observed, most likely due to the exhaustion of the available point defects. However, for the deepest well (QW4), a slight enhancement in intermixing may be achieved above 900°C or 30 s anneal. This effect can be
Fig. 5. Dependence of energy shifts on (a) annealing temperature for 30s and (b) annealing time at 900°C.
associated with the deepest well being closest to the projected range of the ions, where thermally stable defect loops and clusters that are more likely to be formed towards the end-of-range of the ions. Hence, higher/longer annealing temperatures/times are required to remove these defects.

It has been reported in several studies that increasing the implantation temperature enhances the degree of intermixing due to the increase in mobility of defects [17,26,39]. However, the results with proton implantation in the temperature range of 20 to 300°C do not support this phenomenon. Instead, there is a consistent reduction in the degree of intermixing with increasing implantation temperatures as shown in Figure 6. Furthermore, implantation at elevated temperatures does not significantly improve the PL intensities or linewidths. Almost a factor of two reduction in energy shift is observed at 300°C. Although, these results are in contradiction to reports by other groups, it should again be emphasised that their experiments were based on the use of heavier ions. It is well known that the nature and types of defects are very different for light and heavy ions [33,34,40,41]. It is also known that if implantation is carried out at elevated temperatures, dynamic annealing is enhanced, whereby the defects created by the ions may annihilate in situ to restore crystallinity and hence the residual defect concentration may be lowered [33,34,41–43]. However, the type of residual defects may also be quite different at elevated implantation temperatures [33,34,41–43]. Although the samples used in this chapter consist of multilayered structures,
they are predominantly AlGaAs layers. The result of the strong dynamic annealing in AlGaAs is that ion beam-induced damage builds up in the form of point defects and point defect clusters [44,45]. Being the lightest ion, the defects created by protons in AlGaAs are predominantly point defects. Although at elevated implant temperature additional in situ repair of crystalline damage may be achieved, these mobile point defects may also acquire more energy to coalesce to form more stable loops/clusters, thereby lowering the system's free energy. The formation of loops and clusters consumes point defects and as a result, less intermixing is achievable during annealing. Furthermore, the higher thermal stability of these loops and clusters also act to retard intermixing during annealing. The results of reduction in the magnitude of energy shifts with increasing implantation temperature suggests that the predominant point defects created in AlGaAs by proton implantation agglomerate into more stable defects and/or annihilate at elevated implantation temperatures.

### 2.2 Arsenic and Oxygen Implantations

Large energy shifts may also be obtained with heavier ions, such as arsenic, but at significantly lower implantation doses. From TRIM [46] calculations, the collisional displacement density caused by arsenic ions is expected to be a factor of \( \sim 1000 \) higher than that of protons. Thus, the ion doses must be reduced by about 3 orders of magnitude to maximise optical recovery upon annealing as shown by the PL spectrum in Figure 7 for an implantation dose of \( 1 \times 10^{12} \text{ cm}^{-2} \) (after 900°C, 30 s anneal). It can be seen from this figure that the energy shifts for all the quantum wells are significant and also recovery of PL intensity is reasonable for this dose. A plot of the dose dependence of the magnitude of energy shift is shown in Figure 8. Energy shifts in excess of 200 meV are achieved at a dose of \( 1 \times 10^{14} \text{ cm}^{-2} \). However, at this dose the PL intensities are quite weak and also the disappearance of the two narrower wells (QW1 and QW2) is observed, similar to the proton implantation case. A major difference between this result and that of proton implantation is that a saturation of the energy shift is observed in the case of arsenic ions. Although the implantation doses have been lowered significantly, it is known that the nature of defects caused by heavier ions is quite different to those from light ions [33,34,40,41]. The damage cascade caused by an individual ion track is expected to be denser and larger in size for heavier ions and, hence, increases the chance of agglomeration of the surrounding point defects into clusters and other extended defects by the overlap of these damage cascades [33,34,40,41].

An implantation-temperature study with arsenic ions shows that additional improvement in the energy shift may be obtained by arsenic implantation at elevated temperatures, although this improvement is only marginal (Figure 9
Fig. 7. Low temperature PL spectrum for a sample implanted with $1 \times 10^{12}$ As/cm$^2$ and annealed at 900°C for 30 s. Also shown is the spectrum for an unimplanted (but annealed under same conditions) sample for reference.

Fig. 8. Dose dependence of energy shift of arsenic implanted samples. All samples have been annealed at 900°C for 30 s.
Fig. 9. Energy shift for arsenic implanted samples as a function of implantation temperature. Annealing was carried out at 900°C for 30 s.

for an implantation dose of $1 \times 10^{13}$ cm$^{-2}$). However, the results do not show any significant improvement in the recovery of the PL intensities at elevated implantation temperatures. This behaviour has the opposite trend to that observed with proton implantation where increasing the implantation temperature retards the intermixing. Thus, as mentioned previously, the nature of defects created by heavy and light ions are fundamentally quite different and intermixing is governed by the type and stability of the defects created during and after implantation.

Figure 10 shows the dose dependence of energy shift in the oxygen implanted sample. The implantation doses have been scaled according to TRIM calculations, which indicate that the displacement density due to oxygen ions is about a factor of 100 greater than that created by protons. Similar to the results of arsenic ions, a saturation effect is observed at higher doses but the magnitude of energy shift is somewhat reduced from either that of arsenic or proton implantations. Nevertheless, moderate energy shifts of up to 130 meV may still be obtained with oxygen ions. Since the displacement density for oxygen implantation has been scaled appropriately, the observed smaller energy shifts are due to the effect of the ions. Oxygen is known to act as an impurity and pinning defects and bonds with Al to form complexes [47,48], thereby reducing the concentration of mobile point defects available for intermixing. These complexes are also more thermally stable than simple
point defects and hence act to retard intermixing. Indeed, by annealing at higher temperatures, a further improvement in the energy shift is observed (Figure 11), particularly for the deeper wells, due to the breaking up of these complexes into point defects to enhance intermixing during annealing. It is also worth mentioning that elevated implantation temperature results for oxygen ions are similar to those of arsenic ions, again suggesting that defects created by medium to heavy mass ions are fundamentally different from those formed by protons.

2.3 Comparison of Proton, Oxygen and Arsenic Implantations

Figure 12 summarizes the comparative results of protons, oxygen and arsenic implantations. The energy shift is plotted against the collisional displacement density (as calculated by TRIM) across QW3 so that direct comparison may be made on the influence of defect density (since the ion doses are different). The displacement density should only be taken as a guide and not the actual defect concentration since dynamic annealing is known to occur at room temperature in GaAs and especially in AlGaAs [44,45]. Two main features can be noted from this figure. Firstly, for heavier ion (As, O) implants, a saturation effect in the energy shift (intermixing) is observed at higher displacement density but not for the case of protons.
Fig. 11. Plot of energy shift as a function of annealing temperature for 30 s anneals. Samples have been implanted with $1 \times 10^{14}$ O/cm$^2$.

Fig. 12. Comparison of the energy shifts of QW3 for H, O and As implantations as a function of displacement density. The implantation doses were chosen such that they resulted in the same displacement density (as calculated by TRIM) in the QW for all the three ions.
The saturation effect is much more pronounced with oxygen implantations due to the chemical effect of oxygen, which is discussed below. Secondly, at lower displacement densities, heavier ions are more efficient at intermixing as indicated by the larger energy shift. However, with increasing implantation dose (displacement density), protons become more efficient in intermixing. The latter is not surprising since dilute cascades of light ions allow more efficient dynamic annealing, leaving fewer point defects for intermixing. However, as the implantation dose (displacement density) is increased, the agglomeration of point defects into more stable defects increases significantly for heavier ions, due to the larger and denser damage cascades caused by the heavy ions. Hence, a saturation in the energy shift is observed in heavier ions with increasing implantation dose.

Comparative study with heavier ions shows that arsenic may also create large energy shifts with reasonable optical recovery but at significantly lower doses (2–3 orders of magnitude lower than protons), in proportion to the higher displacement density of the heavier ions. However, with increasing implantation dose, a saturation effect in the degree of intermixing is observed for the heavier ions. It is also observed that at lower displacement densities, heavier ions are more efficient for intermixing. Unlike proton implantation, the results for heavier ions show that intermixing can be improved slightly with elevated implantation temperature, similar to some previous reports [17,26,39]. However, the issue of implantation temperature dependence in intermixing is not very well understood and indeed, there have been several reports that the ion beam mixing rate in II–V compound semiconductors is a complicated function of implantation temperature, whereby it increases until a critical temperature is reached after which it drops markedly [49,50]. Although the results in this chapter do not resolve this issue completely, they provide further insight into this issue.

It is proposed that the difference in the elevated implantation temperature results between heavy and light ions is related to the fine balance between the defects created by the incoming ions and the strong dynamic annealing in AlGaAs. The size of the damage cascades created by heavier ions is reduced at elevated temperature and hence, the overlap of these cascades created by the individual ion track to form more stable defects is proportionately reduced. The strong dynamic annealing in AlGaAs further enhances this effect. Thus, a small improvement in intermixing is observed with increasing implantation temperature. With protons, the strong dynamic annealing in AlGaAs and the small size of the damage clusters means that increasing the implantation temperature has very little effect on the overlap of these cascades, since the defects created are predominantly point defects. However, at higher temperatures, these point defects become extremely mobile to return to their lattice sites and/or agglomerate into more stable defects to lower the system’s free energy. Hence, intermixing is retarded in this case.
Fig. 13. Low temperature PL spectra for Al$_{0.3}$Ga$_{0.7}$As, Al$_{0.54}$Ga$_{0.46}$As and Al$_{0.75}$Ga$_{0.25}$As samples implanted with $1 \times 10^{15}$ H/cm$^2$ and annealed at 900°C for 30 s. Also shown are the spectra for an unimplanted (but annealed under same conditions) samples for reference.

The results for oxygen ions are somewhat similar to that of arsenic ions, with a saturation in the energy shifts observed with increasing dose and the implant temperature dependence on intermixing are similar. However, the lower degree of intermixing (for a fixed displacement density) may be attributed to the chemical effect of oxygen, which can easily form complexes with defects and/or Al bonds in II-V materials [47,48]. The formation of these complexes consumes point defects and hence less is available for intermixing during annealing. The thermal stability of the complexes implies that higher annealing temperatures and/or longer annealing times are required to break these bonds to free the Al atoms.

2.4 Effects of Al Content in the Barriers

The results shown thus far are for GaAs quantum wells with Al$_{0.54}$Ga$_{0.46}$As barriers. What is the role of Al concentration in the barriers on the effect of intermixing? This section will highlight these effects of proton irradiations for structures with Al$_{0.3}$Ga$_{0.7}$As and Al$_{0.75}$Ga$_{0.25}$As barriers. A comparison of the PL spectra for different Al composition barriers is presented in Figure 13. In the sample with Al$_{0.75}$Ga$_{0.25}$As barriers, there is no PL emission from the narrowest well (QW1) even in the unimplanted sample. Calculations show
that this effect is due to the ground state energy level of the QW in the \( \Gamma \) band being higher than that of the barrier in the \( X \) band by about 110 meV at 12 K, thereby making the QW indirect. Despite better confinement, the PL intensities in this sample are also quite weak and this is attributed to unintentional incorporation of O during the growth of high Al content AlGaAs. In all cases, the widths of the QWs are identical and a blue shift is observed after implantation and annealing. Very good recovery of the PL intensities is also observed in the three samples after annealing.

A plot of the magnitude of energy shift versus implantation dose for the two Al content barriers are shown in Figure 14. The trend for the \( \text{Al}_{0.75}\text{Ga}_{0.25}\text{As} \) barriers (lower figure) is very similar to that of \( \text{Al}_{0.54}\text{Ga}_{0.46}\text{As} \) barriers, in as much as very large energy shifts of up to \( \sim \) 200 meV are obtainable with no apparent saturation. It is also interesting to note that above the dose of \( 1 \times 10^{15} \text{ cm}^{-2} \), the PL signal from QW2 has disappeared (c/f. QW1 in the case of \( \text{Al}_{0.54}\text{Ga}_{0.46}\text{As} \) barriers), again due to the transition from direct to indirect QW. The trend of energy shift with annealing temperature/time is similar to that of the previous case, with no further improvement observed above 900°C or for longer than 30 s annealing time. Although much larger energy shifts are expected from this system due to the higher concentration gradient of Al across the (barrier-well) interfaces, the magnitude of energy shift is approximately similar to that of the samples with \( \text{Al}_{0.54}\text{Ga}_{0.16}\text{As} \) barriers. This effect can be understood in terms of the increased incorporation of impurities, such as oxygen, in AlGaAs of high Al content in MOCVD grown material. It is well known that MOCVD-grown AlGaAs with standard trimethylaluminum (TMA) precursors will result in the incorporation of substantial amounts of oxygen and this effect is increased with increasing Al content [51,52]. Furthermore, oxygen is known to be a non-radiative deep donor in AlGaAs, which degrade the luminescence efficiency [51,52]. This is further supported by the weaker PL intensities in samples with \( \text{Al}_{0.75}\text{Ga}_{0.25}\text{As} \) barriers in comparison to that of \( \text{Al}_{0.54}\text{Ga}_{0.46}\text{As} \) barriers. It is also worth noting that no PL signal was detected in the QW samples with AlAs barriers. The presence of oxygen may also affect the intermixing mechanism by forming complexes with the point defects during implantation and/or annealing [47,48]. Since point defects are responsible for intermixing, the formation of oxygen-related complexes will deplete the point defect concentration and hence, retard the diffusion of the point defects. Thus, intermixing is somewhat suppressed for the samples with higher Al content. Moreover, the higher thermal stability of these complexes implies that less point defects may be liberated from these complexes to cause intermixing during annealing. This effect is not unlike the effect described earlier for samples implanted with oxygen ions where intermixing was retarded.

For samples with \( \text{Al}_{0.3}\text{Ga}_{0.7}\text{As} \) barriers, the dose dependence results are quite different than in samples with \( \text{Al}_{0.54}\text{Ga}_{0.46}\text{As} \) barriers. The lower degree
Fig. 14. Dose dependence of energy shift for Al$_{0.3}$Ga$_{0.7}$As and Al$_{0.75}$Ga$_{0.25}$As samples. Annealing was at 900°C, 30 s.
Fig. 15. Damage build-up in thick Al$_x$Ga$_{1-x}$As layers for various Al contents ($x$) versus implantation dose. Implantations were performed at liquid nitrogen temperatures with Si ions. The 100% level in damage corresponds to the onset of amorphization.

of intermixing in this case is expected due to the smaller Al gradient across the GaAs-AlGaAs interface. More significantly, saturation in energy shift with increasing dose is observed in the samples with lower Al content. The saturation effect is more significant for the two deepest wells (QW3 and QW4). In fact for these two wells, the energy shifts increase to about $5 \times 10^{15}$ cm$^{-2}$ and then begin to drop above this dose. Indeed, by annealing at higher temperatures, where more point defects can be liberated from these more complex defects, further improvement in the energy shifts is observed. This effect can be understood in terms of smaller point defect concentrations available during annealing due to the increased likelihood of the formation of more stable defects in AlGaAs of lower Al content. Indeed, it has previously been shown that the threshold dose for amorphization of AlGaAs increases with Al content [44,45]. More than two orders of magnitude difference in dose are required to amorphize AlAs in comparison to GaAs (Figure 15). Also, the predominant type of implantation-induced defects in AlGaAs may be quite different for different Al composition. For low Al content AlGaAs, the damage consists of complex defects such as large clusters and small pockets of amorphous zones created by the individual ion tracks. On the other hand, for high Al content AlGaAs, it is the accumulation of secondary defects such as point defects and other extended defects [44,45].
Furthermore, dynamic annealing is very strong in AlGaAs even at liquid nitrogen temperatures and this process is more efficient with increasing Al content [44,45]. Thus, this effect becomes even more pronounced at room temperature where the defects created in AlGaAs have higher mobility. However, the dynamic annealing process is not perfect and accumulation of defects in the form of point defect clusters may still occur. Thus, in AlGaAs of lower Al content (as in Al0.3Ga0.7As), the defect accumulation process becomes more efficient due to weaker dynamic annealing.

As a summary of the comparison of the effect of different barrier composition Figure 16 shows a plot of the energy shift of QW3 versus the Al composition of the barriers for three different implantation doses. A peak in the magnitude of energy shift is observed for Al mole fraction at around 0.54 but at higher and lower composition, a retardation of the energy shift is observed. Thus, there is an optimal composition in this material system where maximum intermixing may be achieved with protons. The effect of implantation temperature in these two exhibit similar behaviour as that of the Al0.54Ga0.46As barriers, where increasing the implantation temperature reduces the degree of intermixing.

Based on these results, the following phenomenological model is proposed to explain the observed behaviour. The use of light ions enables a large concentration of point defects to be accumulated in AlGaAs and this effect
is enhanced with increasing Al content. During annealing these defects may then be injected (diffused) across the QW (heterointerface) to induce a larger degree of intermixing. However, the accumulation of these point defects in AlGaAs may reach a critical concentration level at a certain implantation dose (higher for higher Al content), and ultimately agglomerate into more stable defects such as point defect clusters. Thus, for $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}$, the point defect saturation (defect agglomeration) occurs at a lower dose than, say, $\text{Al}_{0.54}\text{Ga}_{0.46}\text{As}$. Hence, during annealing, less point defects are available for the intermixing process, and consequently less energy shift occurs. If the annealing temperature/time is increased, these point defect clusters may break up to liberate more point defects to cause further intermixing, as observed in samples with $\text{Al}_{0.3}\text{Ga}_{0.46}\text{As}$ barriers. In this study, no saturation in the point defect concentration is observed in samples with $\text{Al}_{0.54}\text{Ga}_{0.46}\text{As}$ and $\text{Al}_{0.75}\text{Ga}_{0.25}\text{As}$ up to a dose of at least $4 \times 10^{16}$ cm$^{-2}$, but a saturation is observed in $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}$ at around $1 \times 10^{16}$ cm$^{-2}$, consistent with the proposed model. For the $\text{Al}_{0.75}\text{Ga}_{0.25}\text{As}$ samples, the energy shift is less than that of $\text{Al}_{0.54}\text{Ga}_{0.46}\text{As}$ due to impurity (oxygen) incorporation during MOCVD growth. Thus, it is foreseeable that in ‘purer’ $\text{Al}_{0.75}\text{Ga}_{0.25}\text{As}$ samples (for example those grown by using low O content TMA source or by Molecular Beam Epitaxy), greater than 200 meV shifts may be achieved.

2.5 Intermixed Lasers

In this section, the application of intermixing is implemented on quantum well lasers. Proton implantation is used due to the superior properties mentioned above. Furthermore, in actual laser structures the active regions are often quite deep (about 1 $\mu$m from the surface) and protons have the additional advantage of larger penetration depth. Wavelength shifting of the devices is of particular interest, especially in wavelength-division-multiplexing (WDM) applications where multiple lasers of different wavelengths may be integrated onto a single chip as the WDM source. Ion implantation is a precise and controllable technique, may offer a practical post-growth alternative to selective-area growth or other layer intermixing technique.

The material used for this study was a GRaded-INdex Separate-ConFinement-Heterostructure (GRINSCH) laser structure grown by MOCVD. $\text{Al}_{0.6}\text{Ga}_{0.4}\text{As}$ layers of 1 $\mu$m thickness were used as the cladding layers. The active region consisted of three 6 nm GaAs QWs separated by 20 nm $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}$ barriers. Only the top contact layer (0.2 $\mu$m) was $p$-doped with Zn to a level of about $1 \times 10^{19}$ cm$^{-3}$. These conditions were chosen to minimize the effect of Zn diffusion on intermixing during annealing. The ion energy was chosen to produce maximum displacements (damage) around the active region. Annealing was carried out in proximity cap conditions at 950°C for 30 s.
Fig. 17. Light output versus injected current characteristics of 3 different lasers on the same bar (a) and the corresponding spectra for the 3 lasers at 1.5I_{th}. (b).
The light-current (L-I) and spectral characteristics of the lasers are tested without any mirror coating and additional heat sinking under pulsed conditions with 2 μs pulses of 1% duty cycle. Figure 17 shows the (a) L-I curves and (b) lasing spectra of 4 μm ridge waveguides (400 μm long) devices implanted with doses of $2 \times 10^{15}$ and $6 \times 10^{15}$ cm$^{-2}$ at 1.5$I_{th}$. Also shown is the L-I curve of the unimplanted (but annealed) reference laser. The reference device has a lasing threshold and wavelength of 33 mA and 835 nm, respectively. A slight increase in the lasing threshold is evident in devices implanted at a dose of $2 \times 10^{15}$ cm$^{-2}$. However, the emission spectrum has been blue-shifted to 823 nm (22 meV shift). The wavelength shift is significant considering there is very little change in the slope efficiency. At a higher implantation dose of $6 \times 10^{15}$ cm$^{-2}$, a very large shift of 31 nm is observed although the threshold current has increased to 125 mA. The differential efficiency decreases slightly from 47% (unimplanted) to about 35%. The increase in lasing threshold after implantation can be understood in terms of poorer carrier confinement due to the ‘diffused’ quantum wells. Figure 18 shows the wavelength shift of these devices as a function of implantation doses. Up to 40 nm shift is observed corresponding to an implantation dose of $1.5 \times 10^{16}$ cm$^{-2}$. The values of wavelength shift are about the order of shift expected for 6 nm GaAs QWs with Al$_{0.3}$Ga$_{0.7}$As barriers from photoluminescence results in earlier sections. These results show that ion implantation can achieve very large blue shifts in GaAs quantum
well GRINSCH lasers and could be very promising for integrating lasers of different wavelengths for optical communication applications, particularly as WDM sources.

3 ANODIC OXIDATION

The sample structures used for this work were grown by low pressure MOCVD on $p^+$-GaAs substrates. The substrates were Zn-doped at $1 \times 10^{19}$ cm$^{-3}$ concentration and 2° off (100) towards (110). All epilayers were nominally undoped. Pulsed anodization was carried out at room temperature in an electrolyte consisting of ethylene glycol : de-ionized water : phosphoric acid (40:20:1 by volume). Half of the samples were masked during anodization for reference. The pulse width of 1 ms with a period of 12 ms was used and total anodization time was 4 mins. Anodization current density was in the range of 40 to 200 mA/cm$^2$ as determined by the leading edge of the pulse.

3.1 GaAs/AlGaAs Quantum Wells

Figure 19 shows PL spectra from a 8.6 nm thick GaAs/Al$_{0.54}$Ga$_{0.46}$As quantum well structure for an as-grown sample, an anodized but not annealed sample, a sample annealed at 900°C for 120 s without anodic oxide, and an anodized sample which was then annealed at 900°C for 120 s. The QW PL peak for the anodized but unannealed sample does not show energy shift with respect to the as-grown sample. The unanodized but annealed sample shows blue shift with respect to the as-grown sample as a result of thermal intermixing [53], while the anodized and then annealed sample shows larger blueshift due to anodic-oxide-induced intermixing. The unanodized quantum well is relatively thermally stable up to 925°C, then it starts to show a strong blueshift at 950°C. PL from anodized samples show continuous blue shift and significant intensity increase for annealing temperatures above 925°C. This trend was observed for all samples anodized at different current densities. No linewidth broadening was observed from the PL spectra of the anodic-oxide-induced interdiffused samples. The anodic-oxide-induced intermixing in GaAs/AlGaAs quantum well structures is not sensitive to the anodic current density in the range from 40 mA/cm$^2$ to 200 mA/cm$^2$ in the temperature range studied [14]. This is due to the fact that the anodic oxide thickness is not sensitive to the anodization current density. The anodic oxide thicknesses for samples anodized at 80, 160 and 200 mA/cm$^2$ for 4 mins are determined to be 125, 110 and 125 nm, respectively.

In Figure 20, the relative PL energy shift for anodized GaAs/Al$_{0.54}$Ga$_{0.46}$As four quantum well structure (similar to ion implanted structure) annealed
Fig. 19. PL spectra of GaAs/AlGaAs multiple quantum well samples. For clarity, only PL peaks from QW4 are shown.

Fig. 20. PL energy shift of anodized GaAs/AlGaAs quantum well structures (with respect to unanodized reference sample) annealed at 900°C as a function of RTA time.
Fig. 21. Al profiles of a GaAs/AlAs/GaAs structure measured by SIMS. The solid line is for an anodized but unannealed sample. The profiles for another sample annealed at 950°C, 60 s with the anodized half (dashed-dotted line) and the unanodized half (dashed line) are also shown.

at 900°C is plotted as a function of rapid thermal annealing (RTA) time. The relative PL shift is the PL energy difference between anodized area and unanodized area on the same piece of sample annealed together. PL peaks from the QWs of unanodized areas (the reference samples) show marginal blueshift after RTA, in agreement with thermal stability studies of GaAs/AlGaAs single quantum wells using photoreflectance [53]. Anodized samples, however, show significant blueshift of PL peak energies with increasing RTA time and temperature. In this figure, PL energy shifts for QW1 are not shown as this QW becomes indirect even for shortest annealing times used in this study (similar to the ion implanted case).

Figure 21 shows the SIMS profiles of Al atoms from three samples with an AlAs marker layer, one annealed without anodic oxide, one annealed with anodic oxide, and another anodized but not annealed. The annealing temperature is 950°C and annealing time is 105 s. For these profiles, the annealed without oxide sample shows same broadening with respect to the anodized but unannealed sample due to thermal intermixing, while the sample annealed with oxide shows clear migration of Al atoms towards the surface. This indicates that at elevated temperature, the anodic oxide cap layer at the surface enhances the Al atom diffusion towards the surface in this sample.
From the PL and SIMS studies, it is believed that at elevated temperatures the anodic oxide cap layer on a GaAs/AlGaAs quantum well structure enhances the intermixing through the enhanced diffusion of Al atom towards the surface. Without the anodic oxide layer, PL blueshift is much smaller and similar to the shifts reported due to thermal interdiffusion suggesting that the dopant (Zn) in the substrates does not play any direct role in the anodic oxide induced intermixing.

It is known that at elevated temperatures, the oxides of Ga and As are thermodynamically stable relative to GaAs oxide [54]. The interdiffusion results imply that the concentration of a native point defect, i.e., a group III vacancy or interstitial, is increased at elevated temperatures when annealing under an anodic oxide. For the impurity-free enhanced interdiffusion induced in GaAs by a deposited SiO$_2$ layer, it is often assumed that an increased Ga vacancy concentration enhances the interdiffusion. However, the chemical interactions between GaAs and a hydrated mixture of Ga and As oxides are presumably quite different than those between GaAs and SiO$_2$. Based upon previously reported measurement [56], it is likely that the residual water in an anodically oxidized layer induces further oxidation of the GaAs at elevated temperatures [14]. This effect is further supported by another study where two samples were anodized and annealed (900°C, 75 s) under the same conditions. The only difference is that one sample had been annealed (prebaked) at 600°C for 5 mins before the 900°C rapid thermal annealing to drive out residual water in the anodic oxide. Results show that residual water in the anodic oxide induces further interdiffusion, but was not the main cause of the anodic oxide-induced interdiffusion. However, further studies are required to further understand the mechanism of interdiffusion caused by anodic oxide.

A technique was developed to determine the Al profile from the fringes of the TEM images [14], and the results are shown in Figure 22 for an as-grown sample and a sample annealed with oxide at 950°C for 105 s. The diffusion coefficient of the QW4 annealed at 950°C was calculated to be $1.76 \times 10^{-16}$ cm$^2$/s, and the Al profile of the quantum well after 105 s annealing at 950°C was evaluated using this value and compared to that obtained from TEM measurements as shown in Figure 22.

3.2 GaAs/AlGaAs Quantum Wire Structures

Anodic oxide-induced intermixing is applied to the luminescence studies of GaAs/AlGaAs quantum wire (QWR) samples [15]. The GaAs/AlGaAs quantum wire structures grown on patterned GaAs substrates are shown on the micrographs in Figure 23 for (a) the reference sample and (b) after intermixing. At the bottom of the V grooves, quantum wires are formed due to self-ordering growth process [57,58]. Figure 24 shows the PL spectra of these
QWR structures. As-grown samples showed a broad peak corresponding to emission from the side wall quantum wells (QWL). This is mainly due to the large volume of side wall quantum wells with respect to that of the quantum wires in these structures. However, upon annealing of these quantum wire structures with anodic oxides on the surface, the side wall quantum wells and the quantum wires are blue shifted. Intermixing of side wall quantum wells enhances the lateral potential confinement for the quantum wires and hence the PL from the quantum wire regions is also enhanced.

4 CONCLUSIONS

The results from this chapter show that very large energy shift (intermixing), up to $\sim 200$ meV, may be achieved with proton implantation. Although higher implantation doses are required, good recovery in the optical properties may be achieved by standard annealing conditions. The use of heavier ions, such as arsenic, can also achieve similar results but at significantly lower doses. However, with increasing dose, heavier ions may inhibit the interdiffusion process due to the formation of more stable clusters and extended defects which consume point defects that are required for
intermixing. Although oxygen is a good candidate for electrical isolation, it should be avoided for intermixing applications, where oxygen-related complexes may be easily formed during bombardment and/or annealing which then retards intermixing.

Proton irradiation with subsequent rapid thermal annealing is shown to blue shift the lasing wavelengths of GaAs quantum well GRINSCH lasers. Up to 40 nm (75 meV) shift may be obtained for devices implanted to a dose of $1.5 \times 10^{16}$ cm$^{-2}$, but below a threshold dose of $5 \times 10^{14}$ cm$^{-2}$, no significant wavelength shift is observed.
Anodic oxide is shown to blue shift photoluminescence emission peaks in GaAs/AlGaAs quantum wells during rapid thermal annealing due to enhanced intermixing. Anodic oxide induced intermixing has been used to enhance photoluminescence from the quantum wire regions of structures grown on patterned substrates.

These techniques, ion implantation and anodic oxidation may be very promising methods of integrating lasers of different wavelengths for wavelength-division-multiplexing applications and could be readily extended to the fabrication of photonic integrated circuits.
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1 THE IFVD TECHNIQUE

Quantum well intermixing (QWI) using the impurity free vacancy disordering (IFVD) technique is one of the simplest and most versatile ways of altering the bandgap of a quantum well (QW) structure after growth, particularly in GaAs/AlGaAs structures [1]. The technique involves depositing a SiO₂ cap onto the surface of the GaAs and annealing at temperatures of 900°C or higher. At these temperatures Ga has a very high diffusion coefficient in SiO₂, an effect which was has been reported as far back as 1957 [2], although the detailed mechanism for this diffusion is still unknown. Secondary ion mass
spectroscopy (SIMS) profiles [1] of quantum well samples, which have an uppermost layer of GaAs, annealed with SiO₂ caps indicate, first of all, that there is minimal Si diffusion from the SiO₂ into the GaAs layer. Furthermore, there is a significant level of Ga detected in the SiO₂ cap after annealing with large Ga accumulation at the SiO₂ free surface. The outdiffusion of the Ga atoms into the SiO₂ during annealing generates group III vacancies, \( V_{\text{III}} \) in the GaAs, which subsequently diffuse through the structure. Due to the concentration gradient between Ga in the QW and Al in the barriers, the Ga vacancies promote the diffusion of Al into a buried GaAs QW and Ga into AlGaAs barriers, hence changing the QW bandgap to a higher energy by partially intermixing the QW. One of the attractions of this process is that no impurities are introduced in the process, only vacancies, unlike impurity induced disordering.

1.1 Silica as a Mask for Inducing Quantum Well Intermixing

1.1.1 Bandgap changes

Large increases in the exciton energy (over 200 meV) have been observed in single quantum well structures which were capped with SiO₂ and annealed at 950°C for 30 s [3]. Later work by Gontijo et al. [4] shows the variation of the bandgap shift with annealing temperature and time. The structure used in the study was a double quantum well laser; it was found that at an annealing temperature of 900°C the PL peak shifted 17 nm for a 15 s anneal. On increasing the annealing temperature to 950°C this shift increased to over 40 nm, the increase being a linear function of temperature. When annealing at 950°C the bandgap shift in these structures was about 25 nm for a 15 s anneal increasing, more or less linearly, to over 60 nm when the annealing time was increased to 60 s. Similar results from a similar structure were reported by Hofstetter et al. [5].

Studies of the IFVD effect in intrinsic, p- and n-AlGaAs samples have been carried out [6]. The samples were annealed, using an RTP, at a temperature of 925°C for times between 15 and 90 s. The time dependence of the bandgap shift (relative to the as-grown material) reported is shown in Figure 1. It can be seen that both the intrinsic and n-AlGaAs samples shifted by about the same amount, but p-AlGaAs material exhibited lower degrees of bandgap shifts under the same RTP conditions.

The IFVD process involves the diffusion of \( V_{\text{III}} \) generated by the SiO₂ cap. \( V_{\text{III}} \) is suppressed and \( I_{\text{III}} \), interstitial Ga or Al, is favoured in p-type material, therefore, smaller bandgap shifts were obtained. The intrinsic and n-AlGaAs samples both support \( V_{\text{III}} \) generated by the SiO₂ layer, hence larger intermixing degrees were observed. This effect may be attributed to the crystal Fermi level effect [7], through which the equilibrium Ga vacancy concentration is larger in n-type material than in p-type material due to a
Fig. 1. The wavelength shifts as a function of annealing time obtained from SiO2 capped intrinsic, n- and p-AlGaAs samples annealed at 925°C.

reduction in the formation energy of group III vacancies. In the n-i-p sample, the n doped contact and top cladding layers support Ga vacancies generated by the SiO2 layer, hence larger degrees of intermixing were observed. From the integrated photonic devices point of view, the above results suggest that the growth of n-i-p structures would give a higher degree of intermixing than conventional p-i-n structures.

Complications may occur due to chemical reactions between the dielectric cap and the semiconductor. This is a particularly serious problem with Al-containing semiconductor alloys, such as AlGaAs, because Al is a very effective reducing agent. So when the SiO2 is in direct contact with AlGaAs, the O and the Al react to form Al2O3 freeing the Si so that it can diffuse through the semiconductor and cause impurity induced disordering. The presence of Si in the semiconductor also dopes it n-type The O-Al reaction can be suppressed by the formation of a native oxide on the AlGaAs surface; and such a process has been used in the fabrication of lasers [8]. However, the usefulness of this technique is limited by the doping introduced by the process.

1.1.2 Refractive index changes

Systematic studies of the effect of disordering on the refractive index have not been reported for IFVD, but have been reported for implantation induced disordering by Hansen et al. [9]. The MQW structure, shown in Figure 2,
was designed to be suitable for waveguide studies. An MQW high-index region consisting of 58 periods of 60 Å GaAs wells and 60 Å Al$_{0.26}$Ga$_{0.74}$As barriers was grown as the top part of the structure. Optical confinement was provided by air above the core region and by a thick Al$_{0.20}$Ga$_{0.80}$As lower cladding layer. The structure formed a single vertical mode waveguide in the wavelength range of interest. The detailed parameters of the structure were chosen to ensure that only the lowest order depth mode would propagate in the waveguide experiments. The absence of an upper cladding layer ensured a high optical field at the semiconductor-air interface for output coupling purposes.

Samples were uniformly implanted throughout the depth of the MQW layer with boron or fluorine ions and were capped with a 1200 Å thick layer of plasma-deposited SiO$_2$ prior to annealing. The thickness of the capping layer was designed to give a reasonable output coupling efficiency when used in the fabrication of a grating output coupler, as well as to give added protection against arsenic desorption from the material. Annealing conditions used a temperature of 890°C with times of 90 minutes for the fluorine implanted sample and 120 minutes for the boron implanted sample. Photoluminescence measurements showed an energy shift of 28 meV and 40 meV for boron and fluorine, respectively, in the quantum well excitonic peak after annealing. This shift is consistent with previous results and is a good measure of the degree of disordering. Complete disordering of these particular samples would result in an increase in the bandgap energy of 90 meV.

Output grating couplers were then fabricated in the SiO$_2$ capping layer present on top of the slab waveguides. The grating pattern was produced in photoresist by laser holography and transferred by reactive ion etching to the SiO$_2$ film. The complete process is described in detail elsewhere [10]. The grating pitch of 285 nm was designed to give output coupling angles in the...
region of 10° to 45° with respect to the normal to the sample. Conventional optical lithography was then used to remove the grating from the samples except in stripes 150 μm wide parallel to the grating. The samples were then cleaved parallel to the stripes to give coupler devices of 3 mm in length, with a 150 μm long grating region and a 2 mm long waveguide region before the grating to strip off leaky modes. The device is shown in Figure 3.

Waveguide index measurements were performed in the range 820 to 920 nm using a titanium:sapphire solid state laser. End-fire coupling was used to excite the waveguide mode(s) in the slab waveguide coupler device and the output coupling angle from the grating was measured. The polarisation dependence of the refractive index was investigated by varying the polarisation of the input laser beam. The modal refractive index of the slab waveguide was then found from the simple relation [11]:

\[ n_g = \sin \theta + m \frac{\lambda}{\Lambda} \]  

where \( n_g \) is the effective index of the waveguide, \( \theta \) is the output coupling angle, \( \lambda \) is the free space wavelength of the laser light, \( \Lambda \) is the pitch of the grating. These results were used to find the material index of the MQW core using an iterative slab index procedure, while a Lorentzian oscillator model for 2-D excitons [12] provided a theoretical fit. The basic form of this model has previously been used for the modelling of MQW waveguide refractive indices:

\[ \varepsilon_{MQW}(\omega) = \varepsilon_g(\omega) + 4\pi \beta_{l,h} \frac{\omega_{l,h}^2}{(\omega_{l,h}^2 - \omega^2 - i\omega \Lambda_{l,h})} \]
In the above equation, $\varepsilon_g$ represents the background dielectric constant, containing contributions from all interactions except the exciton(s) in question. $\beta_{l,h}$ is the oscillator strength of the exciton transition, $\omega_{l,h}$ is the exciton centre frequency, $\Gamma_{l,h}$ is the linewidth of the exciton, and $\varepsilon_{MQW}(\omega)$ is the dielectric constant for the MQW material. To model $\varepsilon_g$, a semi-empirical Sellmeier equation was employed to calculate the dielectric constant of Al$_x$Ga$_{1-x}$As [13].

The refractive index of the MQW layer before and after disordering is shown in Figures 4 and 5. The range of results was limited by the tuning range of the laser in the case of the disordered material, whilst in the case of the control sample it was also limited by the absorption edge of the material at shorter wavelengths. At 840 nm, the limiting wavelength for TE measurements on the control sample, the TE refractive index change is 0.027 and 0.036, and for the TM polarisation at the corresponding wavelength of 835 nm, 0.014 and 0.021 for boron and fluorine respectively. At longer wavelengths, the disordered samples are observed to have a higher refractive index than that of the starting material, this being particularly evident in the case of boron. The TM crossover occurs at 850.1 nm for boron and at 861.6 nm for fluorine, with TE crossovers at the longer wavelengths of 864.5 nm and 885.9 nm for boron and fluorine respectively. An increase in refractive index at longer wavelengths is expected, since the background dielectric
contribution increases with disordering whilst the excitonic contribution decreases, making the disordered MQW waveguide appear to behave, in the limit of total disordering, as a compound semiconductor of $\text{Al}_x\text{Ga}_{1-x}\text{As}$ composition with the Al-fraction equal to the material average of the MQW region. Despite being more disordered, the refractive index of the fluorine disordered material remains below that of the boron disordered material at longer wavelengths.

1.2 Masks for Inhibiting QW Intermixing

For the technique to be useful in the fabrication of monolithic photonic integrated circuits, it is necessary that it can be used to control the bandgap of the QWs across a wafer to allow the fabrication of integrated lasers, modulators, and low-loss waveguides. Also, in order to prevent As desorption at the high annealing temperatures necessary for IFVD, it is necessary to cap the areas which are not to be intermixed. The desorption of As not only causes degradation of the material quality but, also, leads to intermixing due to the generation of vacancies on the group V sublattice which cross over onto the group III sublattice. Due to these two considerations it is necessary to find a cap which will protect the surface and prevent intermixing.
1.2.1 Silicon nitride

Early studies made use of Si$_3$N$_4$ [14] as a protective cap, however such films were found to have poor reproducibility in the suppression of intermixing. Furthermore, high purity Si$_3$N$_4$ films are difficult to obtain because of the systematic incorporation of O$_2$ in the film, resulting in SiO$_x$N$_y$, which can be an effective cap for inducing Ga out-diffusion [14].

1.2.2 Strontium fluoride

Strontium fluoride was first reported to suppress intermixing by Beauvais et al. [3]. Samples of GaAs/AlGaAs MQW that had been capped with SrF$_2$, SiO$_2$ and Si$_3$N$_4$, and some that were uncapped were annealed at 950°C for 15 s. The thicknesses of the caps were 185, 90 and 135 nm respectively. The PL signals from the different samples after annealing were compared to that from an as-grown sample. As expected, large shifts were observed in the SiO$_2$ (87 meV) capped samples and also in the Si$_3$N$_4$ (77 meV) capped samples. The SrF$_2$ capped samples exhibited the smallest shift of 7 meV, however there was some surface damage. Using a dual cap of 185 nm of SrF$_2$ and 150 nm of SiO$_2$ overcame the problem of surface damage and the bandgap shifts were still small (4 meV). There was no broadening or reduction in intensity of the PL signal from the SrF$_2$ and dual capped samples when compared to the signal from the as-grown sample.

However, it has been found that there can be surface damage to samples with patterned areas of SrF$_2$ after the thermal processing [15], particularly when the devices being fabricated require large areas of SrF$_2$. It is thought that the damage is due to strain induced in the SrF$_2$, SiO$_2$ film and the GaAs substrate, because of the large differences in the coefficients of expansion between these three compounds which lead to stresses during the annealing step. Despite this, SrF$_2$ has been used to produce simple photonic integrated circuits, which are discussed later in this chapter.

The use of other fluoride compounds as annealing caps has been investigated, namely BaF$_2$, CaF$_2$ and MgF$_2$ [4]. It was found that these caps also suppressed intermixing, however it proved difficult to remove them without damaging the surface of the sample which put them at a disadvantage compared to SrF$_2$.

1.2.3 Doped silica layers

Initially, the use of a SiO$_2$ layer doped with phosphorus (SiO$_2$:P) was reported by Rao et al. [16] to be an ‘universal’ intermixing source for III-V compounds. SiO$_2$:P with 1% by weight of P [17] was used to induce intermixing
in nominally undoped GaAs/AlGaAs shallow multiple QW structures by furnace annealing at a relatively low temperature, (850°C), and therefore a masking dielectric cap to prevent intermixing and for surface protection was not required during annealing.

More recently, it has been reported that SiO₂ doped with 5% P by weight could be used as a cap to suppress intermixing in laser structures [18]. As can be seen from Figure 6, the SiO₂:P suppresses the intermixing at temperatures up to 950°C whilst the sample with the SiO₂ cap shows bandgap shifts up to 40 nm. Also shown are the shifts of an uncapped sample that are caused by the desorption of As, as discussed above.

There are at least two possible explanations for the masking properties of SiO₂:P films. Firstly, it is well known that SiO₂:P films are more dense and void-free than SiO₂ [19]. Films of SiO₂:P with a weight ratio P₂O₅/SiO₂ of 4% have been used [20] as a capping material for open-tube thermal activation of Si implants in GaAs, and it has been found that the diffusion coefficient of implanted Si in semi-insulating GaAs is about one order of magnitude smaller for SiO₂:P than for SiO₂. This was attributed to the presence of a reduced number of group III vacancies due to less Ga out-diffusion. Secondly, due to the difference in thermal expansion coefficients at the annealing temperature, a strain effect exists at the interface between GaAs and SiO₂ during the annealing stage. The thermal expansion coefficient of GaAs is about ten times larger than SiO₂ and, as a consequence, the SiO₂ film is under tensile strain and the GaAs surface layer is under compressive strain. Under this condition, because of the high diffusion coefficient of Ga in SiO₂, the out-diffusion of Ga atoms into the SiO₂ film is an energetically favourable process because it minimises the strain in the system. The addition of P into the SiO₂ film leads to an increase in the thermal expansion coefficient and a decrease in the glass softening temperature [19]. Therefore, less compressive strain will be induced during the annealing step in the GaAs surface layer and, as a result, the number of Ga vacancies will be reduced due to less Ga out-diffusion.

The results of Cusumano [18] do not necessarily conflict with those reported by Rao et al. [16] because the addition of small amounts of P (1% wt) does not drastically change [21] the properties of SiO₂:P as compared with SiO₂. Hence both SiO₂ and SiO₂:P 1% could have a promoting effect on intermixing while SiO₂:P 5% suppresses intermixing. Also to be considered, however, is that the structure used by Rao et al. had only a very thin layer of GaAs (8 nm) between the dielectric cap and the AlGaAs. It has been shown that such a thin layer can allow Al to diffuse into the SiO₂ in high enough concentrations as to cause a reaction between the O in the cap and the Al. This reaction leads to the creation of free Si and O which then diffuse through the epitaxial layers, resulting in intermixing through impurity induced disordering [22].
Fig. 6. Wavelength shifts of the 77 K PL peak for SiO$_2$ capped, SiO$_2$:P capped and uncapped (a) $p$-$i$-$n$ and (b) $n$-$i$-$p$ samples as a function of annealing temperature with a duration of 60 s.
The selective intermixing in selected areas technique [23] allows different bandgap shifts to be achieved over a sample in a controllable manner using a single annealing step. The effect is achieved by patterning the semiconductor, using electron beam lithography, with submicron to 1 \( \mu \text{m} \) sized features of SrF\(_2\) to act as a bandgap control mask, followed by deposition of SiO\(_2\) over the sample to act as an intermixing source. The SrF\(_2\) mask pattern has to have dimensions smaller than, or comparable with, the diffusion length of the point defects to allow uniform intermixing at the quantum well depth by overlapping of the vacancy diffusion fronts (Figure 7). From TEM work on MQW structures with a similar composition, this diffusion length was found to be 3 \( \mu \text{m} \) for 1 \( \mu \text{m} \) deep quantum wells, indicating a large diffusion constant and high mobility for the vacancies. As a result, spatial control of the bandgap shift can be achieved using a single rapid thermal annealing (RTA) step. The degree of intermixing is dependent upon the area of sample in direct contact with the SiO\(_2\) layer. This technique is a simple, one-step process and is reproducible.

The SISA technique was applied to a DQW laser structure [24]. Six fields with size of 2 \( \times \) 2 mm\(^2\) each containing 1 \( \mu \text{m} \times 2 \text{ mm}\) stripes of SrF\(_2\) were written onto e-beam resist on top of the sample. The SrF\(_2\) was thermally evaporated onto the sample followed by lift-off. A layer of 200 nm SiO\(_2\) was deposited by PECVD after the SrF\(_2\) lift-off, and annealing was performed using an RTA at 925\(^\circ\)C for 30 s.
Figure 8 shows the wavelength shift in the exciton peak from a quantum well laser structure processed using the SISA technique as measured from the 77 K photoluminescence. The SrF$_2$ area coverage studied varied between 8 and 50% (8%, 12%, 15%, 38%, 50%), which was achieved by varying the spacing between 1 $\mu$m stripes of SrF$_2$. A 100% SrF$_2$ region was also prepared and the 0% reference was taken from the area outside the written fields. Intermixing was inhibited in the 100% SrF$_2$ region (not shown in Figure 8(a)). It can be seen that, although the bandgap shift is not linear, the degree of bandgap shift is dependent on the area coverage of the SrF$_2$. It was also reported that the PL signals did not exhibit any significant broadening of their full wave at half maximum (FWHM) when compared to as-grown.
PL and remained a single peak, indicating that the intermixing is even and homogeneous.

2 INTEGRATED DEVICES REALISED USING IFVD

2.1 Multiwavelength Lasers

The SISA technique is important for the fabrication of devices such as those needed for WDM, in which a number of independent wavelengths can be transmitted simultaneously via a single optical fibre. Such components are key for high-capacity information networks.

For WDM applications the ability to produce lasers emitting at several wavelengths on the one chip is desirable. It has been demonstrated that this is possible using IFVD [5,24].

In [5], ridge waveguide Fabry-Perot lasers, with their emission wavelength selectively shifted by 20 nm were integrated with unshifted lasers on the same chip. This was achieved by patterning deposited SrF₂ on the sample from which the lasers were to be fabricated, then depositing SiO₂ over the sample. The sample was then annealed at 960°C for 24 s. Lasers were fabricated in both the shifted and unshifted regions and in as-grown material. The as-grown, unshifted (SrF₂ capped) and shifted (SiO₂ capped) devices exhibited peak spontaneous emission wavelengths of 826, 823 and 805 nm, respectively, i.e. a wavelength shift of 3 nm in the area capped with SrF₂ and 21 nm in the area capped with SiO₂ during annealing.

The light-current and current-voltage characteristics of the devices were measured. It was found that the as-grown lasers had threshold currents of 12 mA and a slope efficiency of 0.52 W/A. In comparison the SiO₂ capped lasers had lower threshold currents of 10 mA, whilst the SrF₂ capped devices had somewhat higher threshold currents of 14 mA. The slope efficiencies of the SiO₂ capped lasers (0.42 W/A) and the SrF₂ capped lasers (0.36 W/A) were lower than that of the as-grown lasers. The I-V characteristics of the as-grown and SiO₂ capped lasers were comparable, with voltages at the lasing threshold of 2.1 V and 2.15 V and series resistances of 30 and 24 Ω respectively. The higher threshold voltage of 3.3 V and series resistance of 37 Ω of the SrF₂ capped lasers were attributed to the exposure of the contact region to three plasma processes during fabrication, the other two sets of lasers having experienced only one plasma exposure. The higher threshold voltage and series resistance of the SrF₂ capped lasers may explain the higher threshold current and reduced slope efficiency.

The fabrication of lasers with 5 different wavelengths on a single chip was achieved using the SISA technique [24]. A sample was patterned with different coverage fractions of SrF₂, 0, 15, 25, 50 and 100%, then covered
TABLE 1
Summary of the laser characteristics from samples with different degrees of intermixing.

<table>
<thead>
<tr>
<th>SrF$_2$ coverage (%)</th>
<th>Threshold current density (A cm$^{-2}$)</th>
<th>Transparency current (A cm$^{-2}$)</th>
<th>Internal quantum efficiency (%)</th>
<th>Loss (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>as-grown</td>
<td>218</td>
<td>62</td>
<td>71</td>
<td>14.7</td>
</tr>
<tr>
<td>0</td>
<td>227</td>
<td>62</td>
<td>68</td>
<td>14.5</td>
</tr>
<tr>
<td>15</td>
<td>235</td>
<td>64</td>
<td>68</td>
<td>14.5</td>
</tr>
<tr>
<td>25</td>
<td>251</td>
<td>68</td>
<td>66</td>
<td>14.0</td>
</tr>
<tr>
<td>50</td>
<td>217</td>
<td>60</td>
<td>64</td>
<td>12.1</td>
</tr>
<tr>
<td>100</td>
<td>237</td>
<td>63</td>
<td>65</td>
<td>12.0</td>
</tr>
</tbody>
</table>

Lasers fabricated on a single chip using these SISA patterns were observed to operate at five well separated wavelengths (861 nm, 855 nm, 848 nm, 844 nm and 840 nm), whilst the lasers fabricated from the as-grown material showed a lasing wavelength of 863 nm. The light-current characteristics were measured, and the threshold current and the slope efficiency were analysed. A summary of the laser characteristics from samples intermixed to different degrees is tabulated in Table 1. Only small changes in their infinite length threshold current density were observed, and no correlation could be found between the degree of intermixing and the current density. The internal quantum efficiency of the intermixed material is a few percent lower than the as-grown material. However, these changes are very small, which indicates that the material quality has not been deteriorated by the SISA technique. The smaller changes in the laser characteristics induced by the SISA process as compared to the changes observed by Hofstetter et al. [5] along with the fact that the SISA lasers had been subjected to fewer plasma processes suggests that the plasma processes used for the fabrication of the laser can cause degradation of laser performance. Since the lasers produced by SISA showed only small differences in their lasing parameters, this technique is potentially very useful in the production of WDM components.

### 2.2 Four-channel Waveguide Photodetectors

Two wavelength demultiplexers have been demonstrated using IFVD and other QWI related techniques [24–26]. In this section we describe the use of the SISA technique in the fabrication of four-channel waveguide
Fig. 9. Schematic cross-section of the four-channel demultiplexing waveguide photodetector. The length of an individual diode is 300 μm and the spacing between diodes is 100 μm.

photodetectors. The device consists of four diodes, with their bandgaps shifted by different degrees. The intermixed regions serve both as absorbing layers for shorter wavelength light and as passive waveguides for the long wavelength light to pass into the diodes disordered to lesser degrees. The schematic diagram of this device is given in Figure 9.

Four different SrF₂ coverage fractions, 0, 25, 50, and 100% were used. The spacing between the diodes was 100 μm and the diode length was 300 μm, which has to be made long enough to absorb the optical signal. The p-type contacts were defined using lift-off and the top p⁺-GaAs layer between the electrodes was removed to improve electrical isolation.

Photocurrent measurements were carried out using an argon-ion pumped tuneable Ti:sapphire laser that was end-fire coupled into the cleaved edge of the photodetector which had been intermixed to the largest degree. The photocurrent spectra measured from the individual diodes suggest that the optimum operating wavelengths for this device to be 832 nm, 843 nm, 855 nm and 868 nm for diodes which were processed with 0, 25, 50 and 100% SrF₂ coverage, respectively.

The spontaneous emission spectra under pulsed current conditions were also measured from these each of these diodes. Lasing, or stimulated emission, was observed from the diode in the 100% SrF₂ coverage region at injected current of around 500 mA, whilst only spontaneous emission was observed from the other three diodes. This is due to the fact that, for the longest wavelength diode, the device acts as a broad area extended cavity laser. In addition, this diode absorbs shorter wavelength emission and suppresses the lasing in other shorter wavelength diodes. The emission spectra were well spread, peaking at 828 nm, 837 nm, 847 nm, and 861 nm. The peak positions were located at shorter wavelengths than the photocurrent spectra because the diodes were reverse biased during the photocurrent measurements.
2.3 Integrated Modulators/Waveguides

Electroabsorption modulators integrated with passive waveguides have been fabricated using the IFVD technique [27]. The structure used was a double quantum well laser. The areas to form the modulators were capped with SrF₂ and the rest of the sample was capped with SiO₂. On annealing at 900°C for 60 s, the quantum wells in the area under the SiO₂ had blue shifted by 12 nm, while the PL peak wavelength of the quantum wells under the SrF₂ had not changed. The losses in the passive waveguide, fabricated in the intermixed areas, were measured to be 28 dB/cm at a wavelength of 858 nm, close to the band edge of the modulator sections. On measuring the losses in the modulators at this wavelength it was found that, on intermixing, a reduction of the propagation losses by a factor of 8 had been achieved. Measurements showed that, for a modulator length of 400 μm at the wavelength of 861.6 nm, an ON/OFF ratio of more than 35 dB was achieved with a reverse voltage of 3 V, but also at 854.3 nm, where the losses in the ON state (no voltage applied) increased by ~ 10 dB, an ON/OFF ratio of 39 dB was obtained with only 1.5 V reverse bias. No significant degradation of the QW structure after the IFVD process in the areas coated with SrF₂ was observed. The authors point out that the losses in the passive sections are mainly due to the proximity to the band edge and can be substantially reduced by increasing the amount of disordering in the passive waveguides.

2.4 Extended Cavity CW Lasers

The first extended cavity lasers fabricated using IFVD reported were broad area devices which used SrF₂ as the cap to suppress intermixing in the active areas of the devices [15,28]. In the first of these reports the active section was gain guided and the passive section was a slab waveguide. The losses measured in the passive section of these devices were 17 dB/cm, these losses being measured using subthreshold electrical pumping of the devices and comparing the output power from both facets [29,30]. The optical power output from the extended cavity facet was lower than the output from the facet at the active side due to waveguide losses in the passive section. The later devices were fabricated as very wide (45 μm) ridge waveguides and the losses in the passive section were reduced to 10 dB/cm. This apparent reduction was attributed to the better confinement of the light provided by the multimode rib waveguide structure used for these lasers, making the loss measurement more accurate.

More recently, single mode ridge waveguide extended cavity lasers have been fabricated using P:SiO₂ to suppress the intermixing in the active region [31]. A differential shift of 30 nm between the passive and active sections was obtained after RTA at 940°C for 60 s. Both discrete and extended cavity
lasers were cleaved and characterised in CW operation.

Light-current characteristics and related spectra were measured for a discrete 400 μm long laser and for an integrated device with 400 μm/2.73 mm long active/passive sections, reflecting the typical behaviour of the fabricated devices. The extended cavity lasers showed equal power from both active and passive ends with emission wavelengths between 853 and 855 nm. The average threshold current of a batch of discrete lasers was $6.7 \pm 0.5$ mA and for a batch of integrated devices was $9.0 \pm 1.0$ mA. Due to the losses introduced by the integrated waveguide, the mean threshold current increases by 33%, from 6.8 mA for the discrete laser to 9 mA for the extended cavity laser, and the slope efficiency decreases by 40%, from 0.32 W/A per facet (measured into an NA of 0.65) to 0.19 W/A per facet. The losses in similar bandgap widened passive waveguides have been measured directly as a function of the wavelength and for TE polarisation, using the Fabry-Perot resonance method, giving a propagation loss of about 1.9 cm$^{-1}$ throughout the wavelength range from 850 nm to 900 nm [32]. Below 850 nm, the loss increases due to resonant absorption in the partially intermixed QW.

Assuming a logarithmic dependence [33] of the gain versus current density,

$$g = g_0 \ln \left( \frac{\eta_i J}{n J_T} \right),$$  \hspace{1cm} (1)

and from the balance between gain and losses at threshold, the following formulae are obtained:

$$\frac{I_{ex}}{I_{nor}} = \exp\left(\frac{\alpha_p L_p}{n \Gamma g_0 L_a}\right) \hspace{1cm} (2)$$

$$\frac{\eta_{ex}}{\eta_{nor}} = \frac{g_{ex}^i}{g_{nor}^i} = \frac{\alpha_a + \frac{1}{L_a} \ln \frac{1}{\Gamma}}{\alpha_a + \frac{1}{L_a} \ln \frac{1}{\Gamma} + \alpha_p \frac{L_e}{L_a}} \hspace{1cm} (3)$$

where $\alpha_a$, $L_a$ and $\alpha_p$, $L_p$ are the losses and length, respectively, of the active and passive sections, $\Gamma$ is the optical overlap factor per well, $g_0$ the QW gain constant, $J_T$ the transparency current density, $n$ the number of wells and $\eta_i$ is the internal quantum efficiency.

In deriving (2) and (3), coupling losses between the active and passive waveguide have been assumed to be zero because no mode mismatch due to refractive index change is introduced by the IFVD process. The change in refractive index produced by intermixing the QWs will be at most 3%, and the optical overlap of the guided mode with the QWs [9] is 2.75% per well. The effective refractive index step will therefore be $\sim 10^{-3}$, giving an interface reflection coefficient of only $\sim 10^{-6}$.

In order to determine the material parameters, broad area lasers of width 75 μm and with cavity lengths in the range 400 to 1000 μm were fabricated
from the same wafer as the extended cavity devices. From the usual plots of reciprocal of the external slope efficiency against cavity length and log of threshold current against reciprocal cavity length, the following material parameters were deduced: $\alpha_a = 5.2 \text{ cm}^{-1}$, $g_0 = 865 \text{ cm}^{-1}$, $J_T = 68 \text{ A cm}^{-2}$ and $\eta_i = 70\%$, the values of $g_0$ and $J_T$ being in close agreement with theoretical values for 100 Å QWs. The threshold current density for infinite cavity length was $216 \text{ A cm}^{-2}$. The efficiency of the ridge devices is reduced because of current spreading.

From (2) we obtain a value for $\alpha_p$ of $2 \text{ cm}^{-1}$, in close agreement with the linear loss measurement of $1.9 \text{ cm}^{-1}$ discussed above [32]. Assuming a modal reflectivity $R$ of 0.32, the mirror losses are $28.5 \text{ cm}^{-1}$ and the losses introduced by the integrated waveguide amount to $13.6 \text{ cm}^{-1}$ due to the quite high ratio $L_p/L_a$ of $6.87$. From (3), we then predict a drop in the slope efficiency due to the integrated waveguide of $30\%$, which is reasonably close to the observed drop of $40\%$ given the approximate nature of equation (1).

Transparency could be also achieved by current injection in a non-intermixed QW but this, for long integrated devices, would require a second contact, electrically insulated from the active region, and the subsequent increase in the total injected current not always is compatible with CW operation. The behaviour of a long all-active laser (AAL) is compared with an ECL in Section 2.5, and it is seen that the threshold current is a factor of around 5 larger for the AAL.

Losses in the integrated waveguides are limited mainly by p-type free carrier absorption from the grown-in dopants with a possible contribution from acceptor-like Ga vacancies [34] that have diffused into active region. A simple way to reduce the losses could be by tailoring the doping profiles together with the structural parameters of the laser structure [35].

The ability to produce integrated low loss passive sections within the laser cavity has allowed the fabrication of lasers with a non-absorbing, passive DBR grating [36,37]. The lasers fabricated were single mode ridge waveguide devices, both emitting at a wavelength around 850 nm. Comparison of the laser performance with that of Fabry Perot lasers fabricated from the same epilayer by Hofstetter et al. [37] showed an increase in the threshold current, from $14 \text{ mA}$ to $25 \text{ mA}$, and a decrease in the slope efficiency, from $0.36 \text{ W/A}$ to $0.2 \text{ W/A}$. Lasers with a grating section around $100 \mu \text{m}$ long showed improvement of the side mode suppression ratio (SMSR), from $20 \text{ dB}$ to $25 \text{ dB}$. Lasers with a longer grating section, $1000 \mu \text{m}$ had a higher SMSR of $31 \text{ dB}$. Hofstetter et al. measured a tuning coefficient of $0.05 \text{ nm/°C}$ and observed no mode hops as the temperature was varied from 7 to $25\°\text{C}$. Both sets of DBR devices exhibited high threshold current densities which both sets of authors attributed to mismatch between the Bragg peak of the grating and the laser gain peak.
2.5 Extended Cavity Mode-locked Lasers

The IFVD process has been used to fabricate ECLs for use as mode-locked (ML) sources; these devices have been characterised and their performance compared to that of mode-locked (ML) all active lasers (AAL) [38]. The QW intermixing was carried out using SiO₂ and P:SiO₂ with the annealing conditions being 925°C for 60 s. 77 K PL measurements showed that the intermixed regions, had been blue shifted by 33 nm with respect to the as-grown material, and the active areas, under the P:SiO₂, had shifted by 6 nm. The differential shift between active and passive regions was, therefore, 27 nm. Single mode ridge waveguide lasers were fabricated and the p-type contact to the active section of the device was split, using lift off, dividing the active region into different sections, namely a gain section and a saturable absorber section. The contacts were separated by a 10 μm gap, which gave an isolation resistance of 5–6 kΩ when the highly p-doped GaAs contact layer was removed from between them. The lasers were then cleaved. A 5 mm long AAL and a 4 mm long ECL were studied, the former working at around 8 GHz and the latter at around 10 GHz. The AAL devices had a 4910 μm long gain section and an 80 μm long saturable absorber and the ECLs had a 440 μm long gain section, a 50 μm long saturable absorber and a 3500 μm long extended cavity for the ECL, as shown in Figure 10.

Measurement of the light-current characteristics with the saturable absorber floating showed that the threshold current for the ECL was 32 mA, less than a third of that of the AAL which was 105 mA. A greater improvement in the threshold current was measured when the saturable absorber was short circuited with the gain section. The threshold current for the ECL, with both sections forward biased, was reduced to 18 mA, while the AAL threshold current was only reduced to 100 mA, more than a factor of five larger than that of the ECL.

Apart from the improvement in threshold current, the ECL also demonstrated a major advantage compared to the AAL, in the absence of self-pulsating regimes accompanying mode locking. Depending on the negative bias applied to the saturable absorber and the current supplied to the gain section, the AAL operated in several distinct dynamic regimes, which included pure ML, pure self-pulsation, and ML combined with a deep self-pulsing envelope [39]. For all device conditions investigated, the ECL showed no self-pulsing modulation of the ML pulse train.

Figure 11 shows temporal measurements taken with a high speed streak camera together with autocorrelation traces. In Figure 11(a) and (c), 500 ps long streak camera profiles are depicted. Figure 11(a) and (b) measured from the 5 mm long AAL, show a ML pulse train at approximately 8 GHz with 10.3 ps pulses, while Figure 11(c) and (d), measured from the 4 mm long ECL, shows a ML pulse train at around 10 GHz with 3.5 ps pulses.
The pulse lengths were measured using a two-photon absorption semiconductor waveguide autocorrelator [40], which is sufficiently sensitive to allow us to acquire autocorrelation measurements even under pulsed excitation. These measurements show that the ECL pulse width varied from 3.5 to 6.5 ps (FWHM assuming hyperbolic secant square shape), depending on the biasing conditions, while the AAL pulse width varied from 10.2 to 13.8 ps, again depending on the biasing conditions. The increase in the pulse width in the AAL is most probably due to gain dispersion [41]. Gain dispersion effects tend to broaden the pulses more effectively when the optical pulse propagates through long sections of active waveguide.
Fluctuations in mode-locked lasers include variations in both pulse intensity and pulse timing [42]. Carrier density fluctuations modulate the round trip time for the optical pulses inside the laser cavity, and cause jitter in ML devices. The root-mean-square (rms) timing jitter, under CW operation, was estimated by the frequency domain technique [43]. The AAL jitter (10 kHz–10 MHz) was found to be around 15 ps, while the ECL jitter (10 kHz–10 MHz) was just 6 ps. The ECL shows the expected reduction in jitter levels predicted by Derickson et al. [41]. The jitter levels are larger for all-active waveguide configurations than for extended cavity configurations due to the fact that, for similar carrier density levels in each active waveguide, the phase noise level will be larger in the AAL than in the ECL roughly by the ratio of the active waveguide lengths, the former being 5 mm long and the latter being 500 μm long.

Optical spectra were measured using an optical spectrum analyser with a resolution of 0.1 nm. Figure 12 shows spectra taken from the AAL and ECL when a) the saturable absorber was not biased and b) the devices were mode-locked. In both cases the optical spectra suffer a shift of more than 2 nm to longer wavelengths when the laser is mode-locked, they are very asymmetric and the spectral width increases. For the AAL, the spectral width increases from 0.4 nm at zero absorber bias to almost 2 nm when the saturable absorber is reverse biased and for the ECL from 0.2 nm to 2 nm. The optical spectrum of light pulses travelling in the laser cavity is distorted considerably during the amplification process if the refractive index
becomes nonlinear, even when the pulse shape remains unchanged. Gain and absorption saturation produce a shift and distortion in the optical spectrum. The physical mechanism responsible for this shift and distortion is self-phase modulation (SPM) [44]. The time dependence of the saturated gain leads to a temporal modulation of the phase, i.e. the pulse modulates its own phase as a result of gain saturation. The multi-shouldered structure shown in the AAL optical spectrum has been observed previously in semiconductor laser amplifiers [44] and it was shown that SPM was responsible. The spectrum from the ECL is more symmetric than that from the AAL suggesting that the pulse chirp is more linear from the ECL, a very important factor since linearly chirped pulses lend themselves well to pulse compression techniques [41].

The time-bandwidth product for the AAL was calculated to be 7, while for the ECL it was just 2.5. Previously reported extended cavity mode-locked lasers, made using regrowth techniques [45], show similarly large time-bandwidth products to that of the AAL, around 20 times larger than the theoretical value, most probably due to reflections between the active and passive section. In our case, because of the negligible reflection at the interface active/passive waveguide of the ECL, the time-bandwidth product is reduced to 2.5, and the overall performance is, to best of our knowledge,
Fig. 13. Schematic of the monolithically integrated double Michelson displacement sensor with direction determination.

the best achieved so far with a monolithic Fabry-Perot diode laser at repetition frequencies around 10 GHz [38].

The performance of these extended cavity mode-locked lasers demonstrates that, not only can the IFVD technique be used to fabricate integrated devices, but also that these devices can show improved performance over similar devices fabricated using other integration techniques.

2.6 Fully Functional Photonic Integrated Circuits

A monolithically integrated optical displacement sensor fabricated in the GaAs/AlGaAs material system has been reported [46,47]. The device was fabricated on a single quantum well laser structure grown by MOCVD and is shown in Figure 13. The single chip consisted of a distributed Bragg reflector laser, two photodiodes, two phase modulators, two Y-couplers and two directional couplers. All of the chip, except the active section of the laser and the photodiodes, was bandgap widened by IFVD, SiO2 being used to promote the intermixing and SrF2 to suppress the intermixing. The bandgap difference between the intermixed and nonintermixed sections was 45 meV. The absorption loss measured in the intermixed section at the lasing wavelength was 35–45 dB/cm in 3 µm ridge waveguides. A 200 µm long grating for the DBR laser was fabricated in the intermixed section of the sample. It had a reflectivity of 95%; the other facet of the laser was cleaved. The emission wavelength was 822 nm and the spectrum showed a SMSR of approximately 25–30 dB. The modulator, also fabricated in the intermixed
section of the device, was 340 µm long and a one-pass phase shift of π was measured when a reverse bias of 12 V was applied. The device was configured as a double Michelson interferometer and allowed the determination of both the magnitude, with resolution better than 100 nm, and the direction of displacement of a movable mirror using only one external element for beam collimation.

3 PLASMA PROCESS

It will be appreciated from the foregoing that, although IFVD is an elegant technique with many advantages, no one set of caps has proven to be universally suitable for all III-V material systems. While, for example, considerable success has been achieved for the GaAs-AlGaAs material system, the poor thermal stability of the InGaAs-InGaAsP system has made intermixing problematic, due largely to difficulties encountered in inhibiting the intermixing process. Also, as yet, there has been no demonstration of impurity-free QWI in the GaInP-AlGaInP system, which is widely used to fabricate visible laser diodes. Intermixing may prove highly valuable for this material system as it may enable the fabrication of non-absorbing mirrors (NAMs), providing a means for improving the output of high power visible lasers by increasing the threshold for catastrophic breakdown of the laser facets. Recent research [48] has led to the development of a new intermixing technique which has so far been used to intermix a number of different material systems, including GaAs-AlGaAs, GaInP-AlGaInP, InGaAs-InGaAsP and InGaAs-InGaAlAs multiple quantum well (MQW) structures and has in each case yielded very promising results.

The GaAs-AlGaAs and GaInP-AlGaInP (for brevity hereafter referred to as AlGaAs and AlGaInP respectively) structures studied were standard p-i-n MQW laser structures grown on GaAs substrates by metal-organic vapour phase epitaxy (MOVPE). Both structures included an n-type GaAs buffer layer doped with Si (1 – 3 × 10^{18} cm^{-3}), approximately 1 µm thick Al_{0.42}Ga_{0.58}As or (Al_{0.7}Ga_{0.3})_{0.5}In_{0.5}P n- and p-type cladding layers doped with Si (6 – 8 × 10^{17} cm^{-3}) and Zn (2 – 4 × 10^{17} cm^{-3}) respectively, an undoped active region, and a 25–100 nm p-type (1 × 10^{19} cm^{-3}) GaAs cap. The active region of the AlGaAs structure contained 2 × 100 Å GaAs QWs, centrally placed within a 230 nm undoped Al_{0.2}Ga_{0.8}As waveguide region, separated by a 100 Å Al_{0.2}Ga_{0.8}As barrier, while that of the AlGaInP structure comprised 2 strained 70 Å Ga_{0.41}In_{0.59}P QWs within an undoped (Al_{0.3}Ga_{0.7})_{0.5}In_{0.5}P waveguide core, separated by a 250 Å (Al_{0.3}Ga_{0.7})_{0.5}In_{0.5}P barrier. The InGaAs-InGaAsP and InGaAs-InAlGaAs (hereafter referred to as InGaP and InAlGaAs) structures were both standard unstrained MQW laser structures grown on n-type InP substrates. The InGaP structure was grown by MOVPE and contained 5 × 65 Å QWs.
GaAs/AlGaAs QUANTUM WELL

Fig. 14. PL peak energy shifts as a function of anneal temperature for InGaAsP with 200 nm sputtered (●) and PECVD (○) SiO₂ caps and InAlGaAs capped with 200 nm sputtered SiO₂ (◇).

separated by 120 Å InGaAsP (λ = 1.26 μm) barriers within compositionally graded InGaAsP inner cladding layers. The p and n-type InP outer cladding layers were doped with Si and Zn respectively (0.5 - 2 x 10¹⁸ cm⁻³). The InAlGaAs structure was grown by solid source molecular beam epitaxy and comprised an active region containing 5 x 70 Å InGaAs QWs separated by 80 Å In₀.₅₃Al₀.₂Ga₀.₂₇As barriers centrally located within a 350 nm undoped waveguide layer of the same composition as the barrier material, surrounded by a lower InAlAs n-type cladding layer doped with Si (5 x 10¹⁷ cm⁻³) and an upper InAlAs p-type cladding layer doped with Be (5 x 10¹⁷ cm⁻³). Both structures were capped with a 200 nm p-type (0.5 - 1 x 10¹⁹ cm⁻³) InGaAs layer.

A 200 nm sputtered SiO₂ cap was deposited upon all sample structures. The deposition was carried out at an RF power of 100 W and a DC bias of 1 kV, using a 9:1 Ar:O₂ mixture to generate the sputtering plasma. The wafers were then cleaved into 2 x 2 mm² samples and annealed in a rapid thermal annealer (RTA) at temperatures between 550 and 750°C for 60 s, along with samples capped by 200 nm SiO₂ deposited by plasma enhanced chemical vapour deposition (PECVD). During the anneal samples were placed between two Si wafers to prevent desorption of the Group V elements. The bandgap shifts induced by the above procedure were measured using 77 K photoluminescence (PL) measurements.
Figure 14 shows the PL energy shifts obtained for the InGaAsP and InAlGaAs structures as a function of RTA temperature. The InGaAsP samples capped with sputtered SiO$_2$ exhibit bandgap shifts at temperatures as low as 550°C. The bandgap shifts rapidly increase with increasing anneal temperature, up to over 100 meV at temperatures above 700°C. Meanwhile, samples capped with PECVD SiO$_2$ do not exhibit any PL shift up to an anneal temperature of 650°C. The use of sputtered rather than PECVD SiO$_2$ clearly leads to a substantial lowering of the threshold temperature for intermixing, well below the temperature for thermally induced intermixing of the material (~700°C). For InAlGaAs samples with sputtered SiO$_2$ caps, bandgap shifts are first observed at a temperature of 650°C and increase rapidly with increasing anneal temperature, again up to over 100 meV for an anneal temperature of 750°C. Samples capped with PECVD SiO$_2$ show no bandgap shift over the temperature range shown and for clarity are not included in the figure.

Figure 15 presents PL shifts obtained for both AlGalnP and AlGaAs samples capped with 200 nm sputtered SiO$_2$. Bandgap shifts are initially found to occur at temperatures of 680°C and 700°C for the AlGalnP and AlGaAs materials respectively. Above these threshold temperatures the bandgap shifts increase rapidly up to over 100 meV at 760°C. This temperature is considerably lower than that required for IFVD (~850°C).
in AlGaAs [49,50] and, over the temperature range shown, bandgap shifts obtained under PECVD SiO₂ are negligible for both material systems. Following the intermixing process, all samples retain a high optical quality and good surface morphology, factors of considerable importance for subsequent device fabrication.

The processing stages of the technique we report here are very similar to those of IFVD, in which a SiO₂ cap is also used to enhance intermixing. As described earlier, the IFVD process in AlGaAs has been ascribed to the out-diffusion of Ga into the SiO₂ cap during the annealing stage. This results in an increase in Ga vacancies close to the semiconductor surface which thermally diffuse into the active region during the anneal stage and promote the interdiffusion of the well and barrier atoms. However, the technique we report here yields large bandgap shifts at significantly lower temperatures than those required for IFVD. This implies that, despite the processing stages being similar to those of IFVD, the fundamental intermixing mechanism is very different to that of IFVD. This is confirmed by removal of the sputtered SiO₂ cap prior to the annealing stage and the deposition of a replacement PECVD SiO₂ film of the same thickness. In this case we find that the bandgap shift following the anneal is the same for the sample coated with PECVD SiO₂ as that for a sample coated with sputtered SiO₂. This implies that the enhanced intermixing we observe is dependent upon the process used to deposit the SiO₂ cap rather than any particular property of the dielectric film. We postulate that the intermixing process can be largely ascribed to the creation of point defects at the sample surface, induced by atomic bombardment during the sputtered SiO₂ deposition, and their subsequent diffusion during the anneal stage. The presence of an increased density of point defects may also promote atomic out-diffusion, however, and thereby provide an additional enhancement of the intermixing rate. The contributory role of such out-diffusion is currently under further investigation.

The possible damage generated during the sputtering process has been investigated using a MQW probe sample, designed specifically for the study of dry etch damage in the InGaAsP system. The sample comprised a number of InGaAs QWs with well widths, in order of increasing depth, of 20, 40, 60 and 80 Å, separated by 200 Å InGaAsP barriers, the uppermost (20 Å) QW being located 300 Å below the sample surface. In addition a 120 Å well was situated at a depth of approximately 4000 Å, which should be immune to the damage generated during the sputtering and therefore provides a PL reference signal. A schematic diagram of the sample structure is given in Figure 16.

Figure 17(a) shows the 5K PL spectrum obtained for the as-grown sample. This clearly exhibits five peaks, one for each of the QWs, as labelled. Figure 17(b) shows the spectrum obtained for the sample after the deposition of 200 nm of sputtered SiO₂. The PL intensity from the two shallowest QWs
**Fig. 16.** Structure of the MQW probe sample used to investigate damage generated during the sputtering process.

**Fig. 17.** PL spectra obtained for a MQW damage probe sample before (a) and after deposition of sputtered SiO$_2$ (b) and after annealing at 500°C (c).
(20 and 40 Å) is clearly reduced following the deposition, suggesting that
the sputtering process does generate damage, in the form of mobile point
defects, leading to an increase in non-radiative recombination and a resultant
decrease in PL intensity. Analysis of Figures 16 and 17 suggests that most of
the damage extends to a depth beyond that of the second well (approximately
550–750 Å).

Figure 17(c) shows the PL spectrum from a sample with a 200 nm sputtered
SiO₂ cap following an anneal at 500°C for 60 s. Compared to Figure 17(b), the
PL signal from the shallowest wells is clearly recovered, due to the diffusion
of the high density of point defects towards the surface and deeper into
the sample. In addition, the PL from all the QWs is found to undergo a
significant blue shift (18 nm), due to the initiation of the intermixing process.
These spectra strongly indicate that point defects are generated during the
sputtering process and that the thermal diffusion of such defects can lead to
an enhancement in the rate of intermixing.

The use of QWI for monolithic integration requires the ability to control
the bandgap shift selectively over a single wafer. For the technique we report
here, such spatial control can be easily achieved using a 2 μm thick layer of
photoresist to protect the sample surface from the sputtering induced damage.
The resist is photolithographically patterned prior to the sputtering stage, to
mask the regions in which suppression of the intermixing process is required.
Following the deposition of sputtered SiO₂, the resist and the overlying layer
of SiO₂ are removed by lift-off in acetone. A 200 nm thick layer of PECVD
SiO₂ is then deposited on the sample surface to protect the exposed regions
during the subsequent high temperature anneal. We have found that the resist
film provides an effective mask for suppressing the intermixing process, with,
in most cases, complete intermixing suppression in masked regions. This
enables large differential bandgap shifts to be obtained on a single wafer, of
up to 75 meV for the InGaAsP system and over 100 meV in the other material
systems investigated.

In conclusion, a universal technique for QWI has been developed. The
technique is closely related to IFVD, but also appears to rely on creating point
defects during the deposition of a sputtered SiO₂ film. The technique allows
large bandgap shifts to be obtained for a range of different material systems,
covering the wavelength range 600–1600 nm. By using a photoresist film as
an inhibiting mask, the intermixing process can, in most cases, be completely
suppressed. The technique appears to be universal, simple and reliable and
is likely to be an important tool for photonic integration.
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1 INTRODUCTION

For the past decade, extensive work has been dedicated to semiconductor quantum well (QW) intermixing as an avenue to monolithic optoelectronic integration [1–3]. Interdiffusion of well and barrier atoms creates a electronic compositional disorder which results in a modification of the electronic and optical properties of QWs. In GaAs/AlGaAs heterostructures for instance, Ga-Al interdiffusion taking place at the QW heterointerfaces induces a penetration of Al inside the QW, and hence gives rise to an increase in the effective bandgap energy which is accompanied by changes in the refractive index. This thermally activated phenomenon can be further enhanced by introducing impurities or additional defects into the heterostructure. When intermixing is stimulated only in selected areas of a wafer, permanent built-in lateral barriers, e.g. localized regions of larger effective bandgap, can be created inside the QW. Selective intermixing therefore represents an attractive post-growth process for the fabrication of a variety of integrated devices involving the confinement of photons and/or carriers. In addition, when defects are injected in QW heterostructures to stimulate layer disordering, investigation of interdiffusion becomes a unique mean to study the diffusion properties of the injected defects during annealing. QWs can thus be regarded as sensitive probes for defect diffusion.

Among the number of existing intermixing stimulation techniques, impurity-free techniques have gained a high level of interest in the last few years because of their ability to tailor the properties of multilayered structures without introducing any dopants [4–39]. Impurity-free layer disordering is based upon the introduction of point defects which are able to enhance interdiffusion at heterointerfaces in localized regions of a sample during heat treatment. Different sources of point defects have been investigated for this purpose. In III-V semiconductors, the control of the vapour pressure of the anionic element at the surface of the sample allows the nature and concentration of elemental point defects to be controlled. The patterning of an appropriate capping layer deposited on the surface of the sample enables the spatial localization of the defect injection [40] but long annealing durations are then required for the defects to reach the heterointerfaces of interest at a given distance from the surface. These techniques of injection under equilibrium conditions seem to be very reproducible and the nature of the injected elemental point defects can be changed in order to activate interdiffusion on a given sublattice. However, for very long annealing times
intrinsic defects present in the sample after growth can interact with the injected defects and large variations from sample to sample can be observed, especially for layers with a high dislocation density [41]. Besides, very little is known about the lateral resolution which can be achieved with such a mechanism only based on diffusion. A local increase of the native point defect concentration can also be achieved using focused laser annealing [42–44]. However, the lateral resolution of this method is limited by the finite laser spot size and is strongly dependent on the mechanical stability of the experimental set-up. Ion implantation is on the other hand a very precise and well-controlled defect injection tool. Implantation of inert species such as Ga⁺ in AlGaAs/GaAs heterostructures has proven to be an effective impurity-free intermixing enhancement technique [8,11,15,19–22,45–55]. Lateral selectivity can be achieved through the use of masks patterned on the surface of the sample or by means of a focused ion beam. Very high lateral resolution can be achieved with this technique which was successfully exploited for the realization of quantum wires in AlGaAs/GaAs heterostructures [11,45–55]. However, the main drawback of this technique is the presence of unavoidable residual extended defects after anneal which can dramatically affect the electronic properties of the intermixed material.

Dielectric encapsulant layers, such as silicon dioxide and silicon nitride, have long been used for passivation in III-V semiconductor device fabrication technology. More recently, their utility as intermixing sources in specific III-V systems was demonstrated. In GaAs/AlGaAs quantum well (QW) heterostructures, SiO₂ encapsulation of samples was found to significantly enhance Ga-Al interdiffusion during high temperature annealing [26–39]. On the other hand, capping undoped GaAs/AlGaAs samples with Si₃N₄ proved to effectively inhibit interdiffusion [26–28]. For its relative simplicity of implementation and moreover for its believed impurity-free vacancy-driven disordering behavior, silicon dioxide capping and annealing has raised significant interest over the past few years. This distinctive property has been attributed to the special affinity of SiO₂ for gallium. During high temperature annealing, preferential absorption of Ga atoms by the SiO₂ capping layer occurs, which causes the generation of excess Ga vacancies (V_{Ga}) under the oxide/semiconductor interface. These additional point defects then diffuse to the QW heterointerfaces where they promote interdiffusion of group III species.

Although SiO₂ encapsulation-induced intermixing was investigated by several groups and quickly led to the fabrication of novel built-in optoelectronic devices such as low-loss optical waveguides, modulators, and quantum well laser diodes [26,31], the basic understanding of the specific diffusion mechanism involved has suffered from a lack of reproducibility and discrepancies due to the wide variety of experimental conditions used (differences in oxide deposition techniques, annealing conditions, epitaxial
layer composition, etc.). Moreover, when optical confinement is no longer of concern but instead quantum confinement of carriers is wanted, the problem of the lateral selectivity of the intermixing technique is then of paramount importance because structures of dimensions close to electron de Broglie wavelengths (<50 nm) have to be fabricated.

The work presented in this paper was initiated to further explore the interdiffusion mechanisms governing this promising SiO2 capping technique, and evaluate its applicability to the realization of low dimensional quantum nanostructures and as a possible alternative to Ga+ implantation-induced selective intermixing.

A great care was given to the choice of efficient characterization techniques. Our results were confronted through the use of the following complementary techniques: low temperature optical spectroscopy, including photoluminescence (PL), photoluminescence excitation spectroscopy (PLE) and linear polarization analysis, secondary ion mass spectroscopy (SIMS) and finally, cross-sectional transmission electron microscopy (XTEM).

Low temperature PL spectroscopy is a powerful tool of investigation for semiconductor QW interdiffusion. Indeed, upon intermixing the shape of quantum wells (QWs) is modified leading to an energy shift of their PL emission. For GaAs/(Ga,Al)As structures the situation is rather simple since only group III elements are involved and the interdiffusion does not modify the stress in the layers due to the very small lattice mismatch between GaAs and GaAlAs compounds. In this system, a blue energy shift of the PL peak energy will be the signature of Ga-Al interdiffusion, and through a very simple modelling, the interdiffusion length at heterointerfaces can be deduced from the amplitude of this blueshift [11,56]. Qualitative informations on the integrity of the electronic properties can be obtained from the PL signal intensity. Finally, the broadening of the PL peak of interdiffused QWs can be regarded as an indication of the spatial homogeneity of the intermixing mechanism. When regions of a QW are mixed with different degrees of intensity, on a length scale relevant with the exciton diameter, a distribution in energy of the electronic levels is generated leading to a broadening of the PL peak. PL characterizations were carried out at 2 K using an Ar laser (=488 nm) with a power of 1 mW for a 40 μm spot size, at different stages throughout the process. PL excitation spectroscopy (PLE) was also carried out, using either a dye laser or a tunable Ti-sapphire laser. Confinement effects were more specifically investigated through PLE measurements in coupling with linear polarization anisotropy analysis. In these experiments, the \((I_\perp - I_\parallel)/(I_\perp + I_\parallel)\) ratio was measured for each energy of the PLE spectrum, where \(I_\perp (I_\parallel)\) is the collected intensity when the exciting light is polarized in the direction perpendicular (parallel) to the wire axis [57].

However, PL experiments are not a direct measurement of the Al profile through the GaAs/(GaAlAs) heterostructure but the final result
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of a complicated sequence of events such as carrier relaxation, exciton formation and radiative recombination. Other experimental techniques must be absolutely implemented in complement to PL investigations to avoid any problem of interpretation. By using secondary ion mass spectrometry (SIMS), the depth profile of the Al concentration can be obtained unambiguously but the depth resolution of this technique of a few nanometers limits the accuracy for very thin layers or for low intermixing rates [58]. SIMS characterization can also be used before the annealing step in order to separate the effect of the encapsulation from the diffusion of the various species during annealing, i.e. Ga inside the oxide layer, Si or O inside the heterostructure, etc. SIMS analysis was carried out with a 5.5 keV Cs\(^+\) primary beam, using standard conditions for depth profiling.

However, this technique does not give any indication on the nature and spatial distribution of residual defects after annealing. Cross-sectional electron microscopy can provide the missing structural information. PL and XTEM techniques are particularly complementary for the analysis of layer disordering in semiconductor heterostructures. If defects are present in the vicinity of QWs, a decrease in the intensity of the emitted luminescence will be observed. However, this can be the source of misleading interpretations of PL data, in particular when a high concentration of defects are present in the material. For example, when no PL signal coming from the interdiffused QW can be detected, this technique does not allow us to distinguish between a complete mixing situation and the formation of a high quantity of non-radiative centers quenching the PL signal. In the case of selective interdiffusion where patterned regions experience different mixing rates, PL can detect several emission peaks corresponding to the spatial distribution of the interdiffused areas. It is thus possible to be sure that the mixing is not homogeneous but selective (parts of the QW are interdiffused, others are not), and the lateral interdiffusion length measuring the lateral selectivity of the process can be deduced from the energy position of the different PL peaks [49,51]. However, PL characterization is not able to localize the origin of the emitted lines when nanometric patterns are probed. The identification of the different peaks is usually deduced from common sense considerations. For example, when nanometric trenches are patterned in a SiO\(_2\) capping layer in order to achieve selective QW interdiffusion and two PL peaks are observed after annealing, the low energy peak can usually be attributed to weakly interdiffused regions located under the trenches while the high energy peak can be attributed to the strongly interdiffused regions covered with SiO\(_2\). We will show in this work that such simple interpretations of the spatial localization of interdiffused areas from PL data can be completely wrong in the case of SiO\(_2\)/Si\(_3\)N\(_4\) combined depositions. It then becomes absolutely necessary to systematically couple PL characterizations with XTEM observations. If accurate quantitative
measurement of the interdiffusion length, deduced from the contrast in the electron image due to the difference in the atomic scattering factors between GaAs and GaAlAs layers, remains difficult, qualitative information can be readily obtained in XTEM [59]. Moreover, the presence of defects which can affect the PL properties of QWs can be detected by XTEM and the localization of the interdiffused areas as a function of the patterning can be unambiguously determined on a simple dark-field (DF) image. XTEM analysis was performed on a Philips CM20 FEG microscope at an operating voltage of 200 kV.

The comparative work presented in this paper provides a comprehensive explanation for the various behaviors reported in the literature. We highlight the critical role played by the thermal stress distribution, generated in the heterostructure by the capping layers, on vacancy diffusion. In the first section of this paper, the interdiffusion mechanisms under uniform SiO₂ encapsulation of GaAs/(Ga,Al)As QW heterostructures are investigated. In a second part, we study the lateral selectivity of SiO₂ capping-induced intermixing and demonstrate the fabrication of quantum well wires (QWRs). In a final section, the possibility of using Si₃N₄ in conjunction with SiO₂ in patterned structures in order to achieve selective intermixing is explored.

2 INTERDIFFUSION UNDER UNIFORM SI O₂ ENCAPSULATION

2.1 Principle

The active role played by silicon dioxide encapsulation has been attributed through various studies to the special affinity of SiO₂ for gallium. During high temperature annealing, preferential absorption of Ga atoms by the SiO₂ capping layer occurs, which causes the generation of excess Ga vacancies ($V_{Ga}$) under the oxide/semiconductor interface. These additional point defects then diffuse to the QW heterointerfaces where they promote interdiffusion of group III species.

The work presented in this section was initiated to further explore the interdiffusion mechanisms involved in this promising technique by performing a thorough study of specific key parameters: dielectric deposition technique, SiO₂ layer thickness, annealing temperature, distance of the QW from the surface.

Six undoped GaAs/AlGaAs QW heterostructures of three different types were grown by molecular beam epitaxy (MBE) on (001) semi-insulating GaAs substrates for this study. The first type of structure contains a single GaAs quantum well (SQW), of thickness 3 nm (structure A) or 6 nm (structure B), inserted in between 10 nm-thick Al₀.₃₃Ga₀.₆₇As barriers further embedded in a symmetrical set of short period 14 nm-thick GaAs/AlAs
superlattices (SLs). The second type of SQW heterostructure (structure C) was designed to enhance the introduction of Al inside the QW, and thus the effects of intermixing, and comprises of a 6 nm-thick GaAs SQW bordered by two 1.5 nm-thick AlAs layers, further embedded in a set of $\text{Al}_{0.33}\text{Ga}_{0.67}\text{As}$ barriers (100 nm on the bottom, 20 nm on the top). The third type of heterostructure (structures D, E and F) contains several individual QWs and were used to investigate the dependence of the intermixing rate upon depth. Structure D is a multi-quantum well (MQW) structure comprising ten identical uncoupled GaAs (5 nm) / AlAs (5 nm) QWs, embedded in 20 nm-thick upper and lower $\text{Al}_{0.33}\text{Ga}_{0.67}\text{As}$ barriers. Structure E contains three SQWs of nominal widths 6.2, 3.1 and 1.7 nm, separated by $\text{Al}_{0.33}\text{Ga}_{0.67}\text{As}$ barriers of approximate thickness 25 nm, with the thinnest QW located farthest from the surface. Structure F is a 0.45 $\mu$m-thick GaAs (5 nm)/$\text{Al}_{0.33}\text{Ga}_{0.67}\text{As}$ (10 nm) MQW. In order to prevent possible reduction of the $\text{SiO}_2$ by Al and resulting in-diffusion of silicon and/or oxygen inside the epitaxial layers as reported by various authors [27,28], all of our structures are capped with a final 5 nm-thick GaAs layer.

Four different dielectric deposition techniques were used to coat samples with a thin layer of silicon dioxide:

1. Radio frequency (RF) sputtering carried out at 100°C, under Ar pressure (10 Torr). Power density was about 1.3 W/cm. Deposition rate is close to 20 nm/min.

2. Plasma-enhanced chemical vapor deposition (PECVD) performed at 300°C using SiH$_4$ and N$_2$O as reactive gases (10 sccm and 80 sccm respectively), plasma power was 10 W and pressure 200 mTorr. Deposition rate is about 65 nm/min.

3. Rapid thermal chemical vapor deposition (RTCVD), an original technique developed in the Centre National d’Etudes des Télécommunications in Bagneux, France, involving the accelerated pyrolytic decomposition of SiH$_4$ and O$_2$ gases (10 and 100 sccm respectively) in an inert flowing N$_2$ atmosphere assisted by the rapid heating of the sample holder up to 700°C by a set of halogen lamps [35]. Total pressure was 5 Torr. Very high deposition rates (500 nm/min) are achieved with this technique.

4. Ultra violet induced chemical vapor deposition (UVCVD), which is a cold process (250°C) involving photolysis of SiH$_4$ and O$_2$ gases (15 and 150 sccm respectively) under UV illumination by low pressure Hg lamps, in an inert flowing N$_2$ atmosphere. Chamber pressure was 10 Torr. Deposition rate is about 10 nm/min. A shot redensification anneal at 500°C immediately followed the deposition step in our experiments.

Conventional thermal anneals were carried out in a flowing Ar:H$_2$ (10% H$_2$) ambient at either 850°C or 900°C. During annealing the sample
is sandwiched in between two GaAs clean samples and inserted in a graphite box filled with fine GaAs powder. This original set-up ensures both constant temperature and an As overpressure around the sample being annealed. Samples were characterized before and after SiO$_2$ deposition, as well as after heat treatment (with or without SiO$_2$ capping). Our experimental observations were systematically validated through the use of the three complementary characterization techniques described earlier: low temperature photoluminescence, secondary ion mass spectroscopy and cross-sectional transmission electron microscopy.

The results presented in this section reveal that an optimized, strong, homogeneous, and reproducible V$_{Ga}$-driven intermixing can be achieved under a SiO$_2$ capping layer of high density and purity. A simple interdiffusion model is proposed to explain our results, which includes the role played by the stress distribution, created during annealing in the heterostructure by the SiO$_2$ capping, on the vacancy diffusion [38,39,61].

### 2.2 Influence of the SiO$_2$ Deposition Technique

A variety of technological processes can be used to deposit thin silicon dioxide films on AlGaAs-based heterostructures. Several techniques had been reported in the previously published works, and it quickly appeared to us that a possible cause for the disparities encountered between these various studies could be the type of dielectric deposition technique used. Indeed, whatever the exact mechanism leading to enhanced interdiffusion, it obviously is intimately related to the activity of the SiO$_2$ film on the semiconductor surface. Deposition conditions have a strong influence on the quality of a silicon dioxide film and therefore different techniques are expected to produce films differing in composition, density, impurity incorporation, built-in stress, and quality of the SiO$_2$/GaAs interface. We chose to compare the efficiency of the four techniques described above, with respect to intermixing rate, homogeneity and reproducibility. Samples from structure A (3 nm-thick SQW) were thus separately coated with SiO$_2$ using either RF-sputtering, PECVD, RTCVD or UVCVD. An approximate thickness of 100 nm was used for all films except for PECVD where a 500 nm-thick film was deposited.

Infrared transmission spectroscopy experiments performed on our samples after deposition (data reported elsewhere [39]) revealed a higher compactness and purity in RTCVD SiO$_2$ films, as compared to sputtered films where a lesser density due to under-stoichiometry (SiO$_x$ with $x < 2$) was observed, and to UVCVD and PECVD films in which traces of hydrogen were recorded.

PL spectra obtained after a 3 hour anneal at 850°C are shown in Figure 1. Emission from the as-grown SQW of structure A occurred at an energy of 1.69 eV. As can be seen in Figure 1(a), the uncapped sample shows a great stability against heat treatment. In contrast, all coated samples (Figures 1(b)
Fig. 1. Typical PL spectra obtained at 2 K on different samples from heterostructure A annealed for 3 hours at 850°C. a) uncapped sample; and samples capped with a layer of SiO$_2$ obtained by b) RF sputtering, c) UVCVD, d) PECVD, e) RTCVD.

The largest blueshift (110 meV) is achieved with RTCVD. In spite of this strong intermixing, electronic properties are retained in the RTCVD sample as evidenced by the high signal intensity and narrow linewidth. Significant blueshifts are also induced with PECVD and UVCVD (80–90 meV). However in the case of PECVD, the higher oxide thickness — the influence of which will be discussed in the next section — should be taken into consideration. Emissions are broadened for both techniques which indicates a spatial inhomogeneity of the induced interdiffusion. Furthermore, significant differences in the energetic position of the PL peak could be observed when probing different locations on the PECVD sample, and to a lesser extent, on the UVCVD sample. Such spatial inhomogeneities can be attributed to porosity of the oxide structure or/and to the incorporation of impurities. The presence of pores, or pinholes, in CVD oxide layers was indeed previously reported by some authors as being a cause for spatial inhomogeneity [27,28]. A higher intermixing rate was observed under the area surrounding a pinhole. This effect was attributed to the fact that under As overpressure annealing conditions the As-rich surface condition at the pinhole location will slightly facilitate the creation of column III
Fig. 2. 2 K PL spectra of different samples from heterostructure E. a) as-grown b) after capping with RTCVD SiO₂, c) after subsequent 10 minute anneal at 900°C, d) after a 10 minute anneal at 900°C under SiO₂ capping obtained by PECVD, e) after a 10 minute anneal at 900°C under SiO₂ capping obtained by RF-sputtering, and f) uncapped sample after Ga⁺ implantation-induced intermixing (dose = 10¹³ ions/cm², energy = 50 keV, 10 minute anneal at 900°C).
vacancies [27,62,63] and thus the diffusion of Al towards the surface. The subsequent reduction of SiO₂ by Al around the pinhole will provide free Si and O for in-diffusion and impurity-induced disordered of the underlying heterostructure. The rapid redensification anneal immediately following UVCVD is expected to reduce film porosity, which could explain the lesser spatial inhomogeneities in comparison to PECVD SiO₂. Lastly, the RF-sputtered SiO₂ film induces very little intermixing (35 meV blueshift) but strongly affects signal intensity. Deposition techniques involving plasmas and moreover involving the presence of energetic particles, such as RF-sputtering, usually induce sample surface damage which can affect the electronic properties of QWs located close to the surface, as seems to be the case here. Furthermore, the higher content of Si inside the RF-sputtered silica does not seem to have favored any kind of impurity-induced intermixing process.

Even more instructive are the comparative PL results obtained on various samples from structure E (containing 3 SQWs of different thickness) presented in Figure 2. For this experiment, 400 nm-thick SiO₂ films were deposited, either by sputtering, PECVD or RTCVD. The as-grown PL spectrum, displayed in Figure 2(a), exhibits six main peaks. Starting from the lower-energy side, we observe the emissions originating from the GaAs substrate, QW₁, QW₂, QW₃, the Al₀.₃₁Ga₀.₆₉As alloy and the short-period SL. Furthermore, we note that all three QWs exhibit clearly resolved double-line peaks. The line splittings which correspond closely to a difference of one-monolayer (ML) in the thicknesses of each QW, are found to vary only slightly from location to location over the sample (4 meV splitting ± 0.5 meV variation over the sample for QW₁, 19 meV ± 1.5 meV for QW₂, 27 meV ± 1.0 meV for QW₃). We therefore attribute these splittings to the formation during growth of large ML-flat islands (larger than the exciton diameter). In the unstrained GaAs/AlGaAs system, MBE growth interruptions indeed tend to smooth the interfaces particularly the top AlGaAs on GaAs interface and create wide terraces [64,65] differing in thickness by one ML. The small variations measured when changing the probing location, and the slight departure of our recorded PL energetic positions from the exact positions expected for QWs of thicknesses corresponding exactly to an integer number of MLs, can most likely be explained by the sensitivity of our data analysis to composition inhomogeneities in the AlGaAs barriers, inaccuracies in the value of the bound exciton energy, and possibly by the existence of some roughness on the atomic scale at the lower heterointerface (GaAs on AlGaAs) [66]. Within the uniformity of our sample, dielectric deposition using RTCVD (Figure 2(b)) causes minute changes to the PL spectrum, relative intensity changes being attributable to a change of location in the probed region.

In contrast, after a 10 minute anneal at 900°C under SiO₂ capping (Figures 2(c) through 2(e)), the PL spectra suffer significant changes. After annealing
under sputtered SiO₂, practically no blueshift is induced but the emission originating from QW₁, located closest to the surface, is greatly attenuated (Figure 2(e)). These results indicate both a very weak intermixing and a degradation of the material in the near surface region. After annealing under PECVD SiO₂, more significant blueshifts are observed in the QW emissions, which indicates a stronger intermixing rate, and signal intensity is also retained (Figure 2(d)). However, the spectra obtained vary significantly over the sample, once again revealing spatial inhomogeneities over distances larger than 1 µm. After annealing under RTCVD SiO₂ capping, QWs experience enormous blueshifts in their emission energies: approximately 110 meV for QW₁, 180 meV for QW₂, and 130 meV for QW₃. Despite these dramatic energy increases, PL peaks roughly maintain both their narrowness and intensity. Most strikingly, the peaks corresponding to the two narrowest wells (QW₂ and QW₃) still exhibit line splittings related to their initial one ML variation in well thickness. This unique result has important consequences and will be further analyzed in Section 2.4). For comparison, the PL spectrum obtained for a Ga-implanted sample taken from the same MBE-grown layer and annealed under the same conditions as our SiO₂-capped samples is also presented, in Figure 2(f). The comparison between Figures 2(c) and 2(f) will be further discussed in Section 2.4). Let us simply point out for now that while large blueshifts are also obtained, QW PL peaks on Figure 2(f) have suffered significant linewidth broadening and intensity loss and no longer exhibit one-ML difference-related splittings, which indicates spatial inhomogeneity at a length scale shorter than a micron.

PL results can be correlated with the XTEM micrographs presented in Figure 3. We recall that in the dark field (DF) imaging obtained by selecting the (200) diffracted beam, GaAs layers appear as dark regions, while layers rich in Al appear as lighter areas. Figure 3(a) is a (200) DF image obtained after a 3 hour anneal at 850°C on a sample from structure A capped with sputtered SiO₂. Numerous defects can be seen under the SiO₂/semiconductor interface, extending throughout the upper SL. Meanwhile, the QW heterointerfaces appear only slightly blurred and the lower short-period SL is clearly visible. These observations validate the fact that samples capped with sputtered silica undergo very limited intermixing. The loss of radiative efficiency can easily be related to the observed extended defects. We believe most of these defects to be generated during the sputtering process, due to the bombardment of the sample surface with energetic particles. The presence of irregularities in sputtered SiO₂, as can be seen on the bright field micrograph of Figure 3(b), also attests to the lower quality of the deposited oxide.

In contrast, the high resolution image displayed in Figure 3(e), obtained after a 3 hour anneal at 850°C on a sample from structure B capped with RTCVD SiO₂, shows the high quality of the RTCVD SiO₂/GaAs interface.
Fig. 3. a) DF (200) XTEM image of a sample from structure A annealed for 3 hours at 850°C under RF-sputtered SiO₂; b) BF XTEM image of the same sample as on a), the tilted arrows point at defects in the RF-sputtered SiO₂; c) DF (200) XTEM image of a sample from structure B coated with a layer of RTCVD SiO₂ before anneal; d) DF (200) XTEM image of the same sample after a 3 hour anneal at 850°C; e) High resolution XTEM image of the RTCVD SiO₂/GaAs interface on the same sample as on d). On each micrograph, the vertical arrow points at the SiO₂/GaAs interface.
The dense, regular, yet amorphous structure of the RTCVD SiO₂ is clearly visible and the interface appears to be atomically flat. Micrographs presented in Figures 3(c) and 3(d) show (200) DF images of RTCVD-capped samples also from structure B, after deposition and after anneal respectively. While contrasts due to differences in Al concentration are very pronounced in the unannealed sample, they are much weaker in the annealed sample, and heterointerfaces appear blurry. However, no extended residual defects are observed under the SiO₂/GaAs interface or elsewhere in the heterostructure. The material after interdiffusion shows very high structural quality.

These XTEM observations therefore agree with both the higher intermixing rate and the good conservation of electronic properties observed in PL under RTCVD SiO₂ capping. Surprisingly, we also note that the lower SL has been layer-averaged to form a Al₀.₅Ga₀.₅As alloy while the Al modulation in the upper SL is still visible after annealing. This result is indeed unexpected for a technique where the point defects responsible for the enhancement of the interdiffusion are created at the SiO₂/GaAs interface. We will discuss this interesting observation in Section 2.4).

In summary, parallel characterizations in PL and XTEM revealed that the dielectric deposition technique had a crucial influence on the intermixing process. SiO₂ layers obtained by RTCVD clearly appear to be the best suited to achieve a strong, spatially homogeneous intermixing of GaAs/AlGaAs QW heterostructures in a reproducible fashion. We believe there exists a direct relation between the structural quality of RTCVD silicas and their high efficiency as interdiffusion sources. Non-porosity, purity, and stoichiometry of the deposited films as well as quality of the oxide/semiconductor interface appear to be the most critical parameters in order to achieve quality intermixing. Most of the results presented hereafter will thus focus on RTCVD SiO₂ caps.

### 2.3 Interdiffusion Enhancement Mechanism

In order to determine the origin of the defects responsible for the enhancement in the interdiffusion rate, our samples were analyzed using SIMS. Changes in the stoichiometry of the SiO₂ film upon annealing were examined. We also looked for possible penetration of impurities, in particular dopant impurities such as Si, inside the semiconductor layers. Figure 4 displays the Ga, Si, and O secondary ion counts, plotted as a function of depth, which were obtained on three samples from structure B capped with a thin layer of RTCVD SiO₂. Since all measurements were made under the same conditions, relative signal levels can be compared in terms of concentration. The SIMS profile presented in Figure 4(a) was obtained after oxide deposition. Profiles shown in Figures 4(b) and 4(c) were recorded on samples annealed for 3 hours at 850°C and 10 minutes at 900°C, respectively.
Fig. 4. Ga, Si and O SIMS profiles as a function of depth for three samples from structure A capped with a film of SiO$_2$ obtained by RTCVD a) after deposition of a 100 nm-thick layer, b) after a 3 hour anneal at 850°C under a 200 nm-thick layer, c) after a 10 minute anneal at 900°C under a 200 nm-thick layer.
The rapid decrease of Si and O signals around a depth of 0.1 \( \mu \text{m} \) in Figure 4(a), indicates the position of the abrupt SiO\(_2\)/semiconductor interface, between the 100 nm-thick oxide and the GaAs cap layer. Modulations of the Ga signal inside the semiconductor give us information on the layer composition of heterostructure B.

After annealing, whether at 850\(^\circ\)C or 900\(^\circ\)C, a drastic change occurs in the Ga profile. In both samples of comparable SiO\(_2\) thicknesses around 200 nm, a massive increase of the Ga concentration inside the SiO\(_2\) layer is detected. Ga appears to have been literally pumped inside the oxide layer, with accumulation towards the surface. Assuming that erosion speeds and ionization rates are comparable in the dielectric and in the semiconductor, a rough estimate of the Ga concentration inside the SiO\(_2\) layer after anneal can be deduced from these profiles. Under such assumptions, Figure 4(c) indicates an average \( 5 \times 10^{19} \) Ga atoms/cm\(^3\). The main effect of this Ga pumping by SiO\(_2\) will be the generation of excess point defects under the SiO\(_2\)/GaAs interface. We believe, as it has been strongly suggested by other authors, that most of these defects will consist of Ga vacancies (V\(_{Ga}\)). If the SiO\(_2\)/GaAs interface is of high enough quality that trapping of V\(_{Ga}\) does not occur, these point defects will then be free to diffuse inside the heterostructure, thus leading to an enhancement of the Ga-Al interdiffusion at the heterointerfaces. We can thus assess the concentration of V\(_{Ga}\) in the near surface region to be nearly 500 times larger than the average thermodynamic equilibrium V\(_{Ga}\) concentration in GaAs at 900\(^\circ\)C (10\(^{17}\) atoms/cm\(^3\)) [67]. We also note that the Ga accumulation observed near the surface of the oxide layer is higher in the case of the shorter 900\(^\circ\)C anneal, as compared to the sample annealed for 3 h at 850\(^\circ\)C which even exhibits a small dip in the Ga concentration right under the oxide surface. We believe this effect could be due to the formation of a volatile gallium oxide at the surface of the SiO\(_2\) layer. Such an oxide will easily evaporate at high temperature, as seems to be the case for the longer 3 hour anneal, while the 10 minute anneal is too short to allow significant oxide evaporation to occur. Signatures of interdiffusion can be observed in the Ga profile inside the heterostructure, where the peak corresponding to the QW is slightly damped after anneal as compared to the unannealed situation. This effect is again more pronounced in Figure 4(c). Meanwhile, neither the Si nor the O profiles appear to be affected by the high temperature anneal. No diffusion of Si and/or O species inside the semiconductor is induced. In other words, the intermixing process is impurity-free for this type of silica. Furthermore, we expect to find a correlation between the amount of Ga pumped by the oxide layer and the magnitude of intermixing induced, due to the larger number of vacancies generated. Thus, according to our SIMS analysis, the sample annealed at 900\(^\circ\)C should show a larger interdiffusion rate than the one annealed at 850\(^\circ\)C.

As we mentioned in Section II, the intermixing rate can be extracted from PL characterization. PL experiments were carried out on all three samples
prior to SIMS analysis. Results are presented in Figure 5. Once again, we see from spectra (a), (b) — corresponding to the SIMS data of Figure 4(a) — and (c), that the deposition step does not affect the QW emission, nor does the high temperature anneal when no dielectric capping is used. In contrast, the blueshifts exhibited by both SiO$_2$-capped samples after anneal clearly indicate an enhanced intermixing. However, the sample annealed at 900°C experiences a blueshift four times larger than the sample annealed at 850°C (133 meV as compared to 33 meV), which is indeed in agreement with the conclusions drawn from SIMS analysis. Such correlation between the higher Ga content inside the SiO$_2$ after annealing and the larger interdiffusion rate was observed on several RTCVD SiO$_2$-capped samples. In this case, the conservation of signal intensity and the small linewidth broadening, reported earlier for SiO$_2$-capped samples after anneal, seem to agree well with an impurity-free mechanism. XTEM performed on both of these samples further reinforces this diagnostic. The results obtained on the sample annealed for 3 hours at 850°C, in an area which was not probed in SIMS, have already been presented in Figure 3(d). XTEM performed on the sample annealed 10 minutes at 900°C (data not shown here [39]) showed very similar results to that displayed in Figure 3(d). As a consequence of the higher intermixing rate, interfaces appeared more blurry, but yet no extended residual defects were visible. As before, a stronger intermixing rate in the lower SL was observed.
However, the difference in intermixing rates obtained between both annealing conditions is a surprising result. Indeed, with respect to intrinsic thermal interdiffusion, e.g. self-diffusion of Ga inside GaAs, both annealing conditions are equivalent, i.e. lead to the same interdiffusion length. The departure we observe therefore indicates that the activation energy of the interdiffusion process under SiO₂ capping is significantly lower than the 6 eV intrinsic interdiffusion activation energy reported in the literature [62]. Moreover, since both samples had the same SiO₂ thickness (~200 nm), the fact that more Ga was pumped during the higher temperature — yet shorter — anneal, seems to indicate that the activity of the silicon dioxide layer is sensitive to temperature. We attribute this effect to a consequence of the increase of Ga solubility in SiO₂ with temperature [68]. The oxide layer somewhat acts as a Ga sponge, absorbing Ga until it reaches saturation, which is higher for higher temperatures.

Another way to increase the amount of Ga pumped would be to increase the oxide thickness. Such experiments were indeed carried out on several samples coated with a layer of RTCVD SiO₂, PL results have been summarized in Figure 6. We have plotted the square of the interdiffusion length, Δ², as a function of the thickness of the deposited SiO₂ layer. As mentioned earlier, Δ is the relevant parameter to evaluate the interdiffusion rate. Δ² is equal to the product of the interdiffusion coefficient D by the anneal duration t.
And $D$ itself is directly proportional to the $V_{Ga}$ concentration, according to a vacancy-driven mechanism. The three series of experimental data displayed in Figure 6 correspond to three different annealing conditions and/or different heterostructures. Not only does it show very clearly that for a given annealing condition intermixing rate increases with increasing oxide thickness, but $\Delta^2$ seems to increase linearly with SiO$_2$ thickness. In particular, we do not observe any saturation effect. A similar result had been reported by other authors previously [32] on a shorter range of thicknesses. It therefore appears that for a fixed Ga solubility inside SiO$_2$ e.g. for a given anneal temperature the thicker the SiO$_2$ layer, the more Ga atoms it can absorb, and thus the more excess $V_{Ga}$ can be generated, thus leading to a stronger stimulation of the interdiffusion process. However, the existence of a critical thickness over which the quality of deposited films will be deteriorated due to high intrinsic stress is expected to set an upper limit on the thickness that can be used.

SIMS measurements were also carried out on samples coated with UVCVD and sputtered SiO$_2$. Presence of Ga inside the oxide film after anneal was also observed, but at a somewhat lower scale. In the case of UVCVD, a slight penetration of Si inside the semiconductor could be observed [39], which seems to agree with the aforementioned influence of the presence of pinholes in CVD layers and their influence on the origin of interdiffusion stimulation. Therefore, Ga pumping by SiO$_2$ and subsequent creation of excess Ga vacancies appears to be a relatively universal phenomenon which depends only slightly on the dielectric deposition technique used. Film density, purity, as well as film/substrate stress state, although they may have some influence on the pumping process, do not seem to play a major role. On the other hand, the diffusion of the created vacancies inside the semiconductor appears to be significantly affected by the quality of the SiO$_2$/GaAs interface. It is highly likely that extended surface defects induced by the sputtering process act as traps for the $V_{Ga}$ and therefore prevent these point defects from reaching the QW heterointerfaces. Likewise, the presence of pinholes in the SiO$_2$ film will favor the penetration of Si and/or O and this local impurity-induced intermixing will give rise to spatial inhomogeneities.

Yet another implication of the high intermixing rate achieved even after a short 10 minute anneal at 900°C, is the fact that Ga pumping and subsequent $V_{Ga}$ diffusion seem to occur rather quickly in the early stages of the anneal, instead of continuously throughout heat treatment. To appreciate better the kinetics of SiO$_2$ capping-induced intermixing, we studied more specifically the influence of anneal duration on a MQW heterostructure (structure F) coated with a 480 nm-thick layer of RTCVD SiO$_2$. Several samples were annealed at a fixed temperature of 850°C but for different durations varying from a few seconds (using either rapid thermal annealing or a push-pull procedure in a conventional furnace) up to 4 hours. SIMS was used to monitor the evolution of the Ga distribution inside the oxide layer as well as the changes in the Al depth profile within the heterostructure. Ga and Al profiles
are shown in Figures 7 and 8, respectively. We see in Figure 7 that even for the shortest anneals a significant quantity of Ga has been pumped inside the oxide cap as opposed to the as-deposited situation. We also note an accumulation of Ga towards the SiO$_2$ surface on most of the samples except for the longer 4 hour anneal. As suggested to account for the similar SIMS profiles of Figure 4, this behavior appears to be consistent with the formation of a Ga oxide at the surface and its subsequent evaporation during prolonged anneals. Besides this small loss of Ga near the surface in the longer anneal durations, it appears that the total amount of Ga inside the SiO$_2$ capping layer is roughly the same after a push-pull, a 10 minute or a 4 hour anneal. The prolonged anneals only seem to render the Ga distribution more uniform within the SiO$_2$ cap with no further increase in Ga concentration. Concurrently, the Al depth distributions of Figure 8 reveal a striking fact: for all anneal durations, a nearly uniform damping of the amplitude of Al oscillations throughout the thickness of the heterostructure (~450 nm) is observed. In other words, a nearly uniform and depth-independent disorder throughout the MQW is generated very early in the annealing stage. Longer anneal durations only uniformly increase the interdiffusion rate. However, we note that a smaller interdiffusion rate is observed for the very first QWs located right under the SiO$_2$/GaAs interface (down to ~30 nm).

All our results converge towards the following conclusions regarding the interdiffusion enhancement mechanism: during the early stages of the anneal, a fixed quantity of Ga, limited both by the solubility limit at a given temperature and by the oxide thickness, is quasi-instantaneously — at the resolution of our annealing time measurement — pumped into the SiO$_2$ encapsulant. The resulting pulse generation of $V_{Ga}$ is quasi-simultaneously followed by the abnormally rapid diffusion of these excess point defects deep inside the semiconductor and their uniform distribution throughout the heterostructure. In a second stage, the vacancies can diffuse normally around their crystalline sites and stimulate Ga-Al exchanges across the heterointerfaces. Intermixing then proceeds normally, increasing with anneal duration. The activation energy of the process only requires $E_m$, the $V_{Ga}$ migration energy and is thus much lower than the 6 eV energy corresponding to $E_f + E_m$, where $E_f$ is the $V_{Ga}$ formation energy. The intermixing process will then progressively decrease due to the presence of $V_{Ga}$ traps in the structure. These $V_{Ga}$ sinks are located in the bulk of the sample, most likely deep inside the heterostructure at the epilayer/substrate interface, and also in the near SiO$_2$/GaAs interface region.

2.4 Characteristics of the Interdiffused Material

One of our main motivations for this work was to find an intermixing process which would be more homogeneous than commonly-used ion implantation. Indeed, let us go back to Figure 2 and consider the PL spectrum of the
Fig. 7. SIMS Ga concentration profiles obtained in the RTCVD SiO$_2$ capping layer of several samples from structure F: a) after deposition and before annealing; b) after a 20 s rapid thermal anneal at 850°C; c) after a push-pull anneal at 850°C in a conventional furnace; d) after a 10 min. conventional anneal at 850°C; e) after a 4 hour conventional anneal at 850°C.

Fig. 8. SIMS Al concentration profiles obtained inside the same samples as above (samples from structure F capped with RTCVD SiO$_2$): a) after removal of the oxide layer before annealing; b) after a 10 min. anneal at 850°C and subsequent removal of the oxide layer; c) after a 30 min. anneal at 850°C and subsequent removal of the oxide layer; d) after a 4 hour anneal at 850°C and subsequent removal of the oxide layer.
Ga-implanted sample (dose = $10^{13}$ ions/cm$^2$, energy = 50 keV) displayed in Figure 2(e). While large blueshifts are obtained with this technique, we note that the QW PL peaks have suffered significant linewidth broadening and intensity loss and that the initial one-ML difference-related splittings observed after anneal have been completely washed out. These effects indicate the existence of spatial inhomogeneities i.e. variations in the degree of disordering across the QW which are attributable to the specific defect injection mode involved with this technique. Collision cascades are typically generated during implantation [69] and give rise to inhomogeneities in the plane of the layers, thus creating a microroughness on the scale of the exciton diameter [70]. Ion implantation is also intrinsically inhomogeneous in the depth direction since its range of action from the surface is determined by the energy of the incident ions [71]. In addition, ion implantation [8,11,15,18–22,45–55] as well as laser-induced disordering [42–44] also generate non radiative recombination centers that can significantly affect electronic properties of QWs and homogeneity.

Further insight into the behavior of RTCVD SiO$_2$ encapsulants with regard to homogeneity can be gained from the PL spectrum of Figure 2(c). We commented earlier on the good electronic properties conserved after anneal by the RTCVD SiO$_2$-capped sample. Perhaps the most striking feature is the fact that the peaks corresponding to the two narrowest wells still exhibit line splittings related to their initial one ML-thickness difference, even after strong intermixing. But these splittings are somewhat reduced as compared to the as-grown situation and now give 7.8 meV for QW$_2$, and 6.8 meV for QW$_3$. Although the measured blueshifts seem to indicate a stronger intermixing rate for QW$_2$, we extract the following interdiffusion lengths: $\Delta_1 = 1.9$ nm, $\Delta_2 = 3.2$ nm, $\Delta_3 = 4.8$ nm, for QW$_1$, QW$_2$, and QW$_3$, respectively. We stress the fact that for narrow wells undergoing significant interdiffusion, flattening of the barriers and effective widening of the QW subsequent to Al penetration inside the well will both tend to reduce carrier confinement, and therefore affect the measured blueshift. Since the interdiffusion length does not depend upon the QW's width or the barrier height but solely upon the Ga-Al interdiffusion process itself, the extracted interdiffusion lengths reveal that the intermixing rate is in fact higher for QW$_3$ than for QW$_2$, and therefore appears to be increasing with depth.

The simulation of the blueshift as a function of the well width for two different interdiffusion lengths (3.2 and 4.8 nm) is presented in Figure 9. The blueshift increases with decreasing well widths until it reaches a certain value below which it rapidly decreases. The significantly flattened error function-shaped potential obtained for QW$_3$ according to our measurements is also displayed on the inset of Figure 9. However, for very narrow QWs and very high intermixing rates, our data analysis can become strongly sensitive to uncertainties in the well width prior to annealing, in the observed blueshift, or in the exciton binding energy.
Following PL characterization, the sample was cleaved into two pieces in order to allow SIMS analysis and XTEM observations to be carried out in parallel. Shown in Figure 10(b) is a BF XTEM image of the annealed sample. The vertical arrow points to the clean SiO\textsubscript{2}/GaAs interface. The three horizontal arrows indicate the positions of QW\textsubscript{1}, QW\textsubscript{2}, and QW\textsubscript{3}, respectively from top to bottom. Figure 10(c) offers a DF XTEM image of the same region. Contrasts are fairly weak. The deeper the QW, the more blurry are its heterointerfaces. QW\textsubscript{3} has almost totally merged with the adjacent alloy barriers, but a wide strip extending over 1.7 nm in thickness still indicates the presence of a highly interdiffused QW. XTEM observations therefore qualitatively corroborate our PL analysis.

Additional evidence of the increasing interdiffusion rate with depth can be found in the SIMS profiles presented in Figure 11. We have superimposed the Al profiles obtained on an as-grown sample and on the annealed sample once the oxide layer had been removed from the surface in dilute HF. The three minima observed in the Al concentration, corresponding to the three QWs, are less pronounced after annealing, which is a signature of intermixing. The interdiffusion length can be extracted from such SIMS profiles. A specific interdiffusion length must be associated to the SIMS resolution, due to the fact that sputtering of the sample induces some mixing of the signals originating from the different layers probed [52]. We can then extract the

---

**Fig. 9.** Simulation of the energy blueshift as a function of the initial QW width for a given interdiffusion length. $\Delta = 3.2$ nm (solid line), $\Delta = 4.8$ nm (dashed line). Inset: conduction and valence bands, and first electron and hole subbands calculated for QW\textsubscript{3}, in the as-grown case (square well) and after intermixing (erf-shaped well) assuming $\Delta = 4.8$ nm.
following interdiffusion lengths from Figure 11: $\Delta_1 = 2.1$ nm, $\Delta_2 = 3$ nm, $\Delta_3 = 3.5$ nm, for QW$_1$, QW$_2$, and QW$_3$, respectively. These values are once again in good agreement with the values deduced from PL data.

We noticed that the energetic splittings observed in the QW emissions had been significantly reduced after intermixing. In order to study the expected evolution of these PL splittings with the interdiffusion length, we performed a theoretical calculation, plotted in Figure 12 of the splitting measured after interdiffusion between the emission of a QW of initial width $L$ and the emission of a QW of initial width $L +$ (one ML), as a function of $\Delta$. Both the $L = 5$ MLs and $L = 9$ MLs cases, corresponding to QW$_3$ and QW$_2$ respectively, have been considered. The same exciton binding energy for QWs of width $L$ and $L +$ (one ML) was assumed for our calculation. We note that the splittings measured prior to annealing agree well with the values calculated for $\Delta = 0$. For both cases, the splittings decrease with increasing interdiffusion length and eventually tend towards the same value, corresponding to band-to-band recombination in the barrier material.
Fig. 11. Superimposed Al concentration profiles obtained in SIMS on two samples from structure E a) as-grown b) after a 10 minute anneal at 900°C under RTCVD SiO₂ capping and subsequent removal of the oxide layer. $x_0$ indicates the average Al concentration contained in the AlGaAs barriers.

Fig. 12. Theoretical calculation of the energy splitting obtained between the emissions of a QW of initial width L and a QW of initial width L + (one ML) as a function of the interdiffusion length, for both L = 5 MLs (broken curve) and for L = 9 MLs (solid curve).
Deduced interdiffusion lengths compare successfully with our PL data: for our measured splittings, the same value of 3.2 nm is extracted for the L = 9 MLs case, and 4 nm is found instead of 4.8 nm for the L = 5 MLs case. These results thus appear to validate the large one-ML thickness difference islands hypothesis. Furthermore, they offer a convenient and reliable way of evaluating Δ in such samples, since measuring the energetic splitting frees us from having to take into account possible differences between the exciton binding energy in the square as-grown QW and in the intermixed QW.

In summary, our results indicate that, unlike ion implantation or laser-induced disorderings, very little broadening is observed with RTCVD SiO₂ encapsulation even though PL peaks have been permanently blueshifted by up to 180 meV. Indeed, for QW₃ a quasi-complete intermixing was achieved, as depicted on the inset of Figure 9 and on the DF micrograph of Figure 10(c). Nevertheless, a strong carrier transfer from the barrier inside the altered QW is still effective, as demonstrated by the very narrow and intense PL signals observed. Such results attest to the higher lateral homogeneity of this disordering process. Due to the higher quality of RTCVD deposits and moreover to the fact that only point defect diffusion is involved in this mechanism, highly interdiffused QWs show in their PL spectra a memory of their initial one-ML thickness variations. Furthermore, the conservation of ML-related splittings in PL spectra highlights the fact that narrow linewidths and the appearance of the latter splittings cannot be interpreted as a figure of merit for the abruptness of the QW heterointerfaces (along the direction of epitaxial growth), since the QW compositional profile is on the contrary highly graded after intermixing [38].

With respect to homogeneity in the depth direction, a parallel can be made between these results and both the XTEM observation in Figure 3(d) of a weaker intermixing rate in the SL located closest to the surface as opposed to the deeper located SL, and the SIMS observation of Figure 8 where we observed a smaller intermixing rate in the near surface region of a MQW even though an extremely uniform intermixing was achieved at depths of about half a micron. Additional PL and XTEM measurements were also performed on a sample from structure D (GaAs (5 nm)/AlAs (5 nm) MQW). Only one fairly broadened peak, blueshifted by over 100 meV, was observed in PL. Figure 10(a) shows a DF image of our structure after a 30 minute anneal at 850°C under RTCVD SiO₂ encapsulation. No significant depth dependence can be evidenced. All QWs seem indeed to have undergone the same interdiffusion rate. Moreover, no extended residual defects are observed. The achieved intermixing is not only homogeneous in depth, it also offers great homogeneity laterally, in the plane of the layers. In view of this new data, we trust that the peculiar surface effect observed on several other samples capped with a layer of RTCVD SiO₂ is indeed related to a local depletion in the number of $V_{Ga}$ available in the near surface region (extending
typically 30 nm below the SiO₂/GaAs interface) due to the presence of traps in the proximity of the SiO₂/GaAs interface.

2.5 Interdiffusion Model

We have demonstrated, through our study of the stimulation of intermixing by optimized RTCVD SiO₂ capping, that the strong enhancement effect observed was due to a significant decrease in the activation energy of the Ga/Al interdiffusion process under SiO₂ encapsulation. More specifically, we have attributed this decrease to a decrease in the vacancy formation energy as a consequence of the spontaneous generation of excess Ga vacancies under the SiO₂/GaAs interface following the fast out-diffusion of Ga inside the SiO₂ layer. A clear correlation could be established between the amount of Ga pumped inside the oxide encapsulant and the interdiffusion rate. We also showed that the special affinity of SiO₂ for Ga, which seems to depend solely on its chemical composition, could be interpreted as a sponge-like behavior. Indeed, presumably owing to the very fast diffusivity of Ga inside SiO₂, the oxide layer rapidly sucks Ga atoms up to its solubility limit. As expected, increasing the SiO₂ thickness, which has a direct consequence on the total amount of Ga the SiO₂ layer can absorb, was found to linearly increase the interdiffusion rate. Moreover, an increase in the limit of solubility was observed with increasing anneal temperature. Finally, we have shown how the interdiffusion enhancement mechanism could be separated into two distinctive diffusion phases, a very short first phase corresponding to the Ga pumping and simultaneous $V_{Ga}$ penetration, and a second more prolonged phase corresponding to the Ga/Al interdiffusion process itself. Such a two-phase process had been tentatively suggested before by Guido and coworkers [27] but no explanation was proposed for the abnormally fast vacancy diffusion occurring in the transient phase, which results in a uniform distribution of vacancies throughout the depth of the heterostructure and establishes a quasi-stationary equilibrium. We propose to explain this phenomenon by the effect of the thermal stress imposed on the semiconductor by the encapsulating layer during high temperature anneal.

The thermal stress $\sigma_{th}$ generated in a thin film deposited on a thicker substrate for a temperature variation $\Delta T$ is given by the following expression [72]:

$$\sigma_{th} = \left[ \frac{E_f}{(1 - \nu_f)} \right] \Delta \alpha \Delta T$$

(1)

where $E_f$ and $\nu_f$ are respectively Youngs modulus and Poisson coefficient of the thin film, and $\Delta \alpha$ measures the difference in thermal expansion coefficient between substrate and film. Table 1 gives the elastic coefficients and thermal expansion coefficients found in the literature for SiO₂, Si₃N₄ and GaAs [73–75].
TABLE 1
Thermal expansion coefficient $\alpha$ and elastic coefficients of SiO$_2$, GaAs and Si$_3$N$_4$. $E_f$ and $\nu_f$ are the Young modulus and Poisson coefficient, respectively.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\alpha$(in C$^{-1}$)</th>
<th>$E_f/(1-\nu_f)$(in GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>$0.52 \times 10^{-6}$</td>
<td>$0.854 \times 10^2$</td>
</tr>
<tr>
<td>GaAs</td>
<td>$6.86 \times 10^{-6}$</td>
<td>$1.24 \times 10^2(100)$</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>$2.8 \times 10^{-6}$</td>
<td>$3.7 \times 10^2$</td>
</tr>
</tbody>
</table>

Thin SiO$_2$ films obtained by RTCVD are generally under compressive stress at room temperature [60]. A value of $-0.2$ GPa (where the $-$ sign indicates compression) was measured for our samples. The stress state during anneal will be the sum of this residual stress and the thermal stress as given from equation (1). For a 900°C anneal, we obtain a value of $+0.27$ GPa. We have assumed for this calculation that the increase in temperature does not modify the chemical nature of the oxide film or its intrinsic stress. In particular, we have disregarded the effect that the Ga pumping can have on the stress. Indeed, the presence of a large amount of interstitials in a material is known to induce a slight compressive stress. We thus describe here the stress state involved precisely at the moment of the $V_{Ga}$ generation, not after. Moreover, we have assumed that the adhesion of the SiO$_2$ film to the GaAs substrate is not affected by the anneal, as seems to be the case through our XTEM observations. Due to its low thermal expansion coefficient as compared to GaAs, the stress state in the SiO$_2$ film changes sign during a 900°C anneal with respect to its value at room temperature. We emphasize the fact that our strain measurement set-up is not suited for high temperatures characterization and the exact value of this tensile stress could therefore not be directly measured. Thus, at the annealing temperature, the SiO$_2$ capping layer is under tensile stress and the surface of the semiconductor is under compressive stress. For equilibrium purposes [76,77], a stress gradient exists inside the semiconductor. Its compression decreases with depth until it reaches a neutral line near mid-thickness. The substrate is under increasing tension below that line.

Because of the small distortions they induce in the crystal lattice, point defects such as vacancies will elastically interact with a macroscopic external stress field. This effect is at the origin of the so-called Cottrell atmospheres [78] which take place in the highly stressed regions located around dislocations. It was observed that vacancies segregated towards the highly compressive regions formed around the heart of dislocations. It indeed seems quite intuitive that vacancies, which induce a slight tensile stress around their sites, would diffuse preferentially towards compressive regions where they can partially relax the imposed stress. By analogy, in our case, an
elastic interaction will exist between the generated $V_{Ga}$ and the external stress gradient. In the early stages of the anneal, $V_{Ga}$ are injected into a compressive region which is thus in favor of their penetration. A driving force originating from the elastic interaction between the macroscopic thermal stress gradient and the vacancies will thus quickly push the $V_{Ga}$ into the depth of the semiconductor. In this transient phase, the interdiffusion rate is very small. Vacancy-assisted atomic exchanges across heterointerfaces indeed require that vacancies visit the interfaces several times, or in other words that the vacancy diffusion be isotropic, which is clearly not the case in the highly directional diffusion induced in this transient phase. Once the end of first phase is reached, a dynamic equilibrium develops between the transport due to the stress gradient, the diffusion due to the concentration gradient, and the presence of traps under the SiO$_2$/GaAs interface. A steady $V_{Ga}$ concentration, quasi-constant in depth is established, except for a small depletion under the SiO$_2$/GaAs interface. The vacancies are now free to diffuse around their sites and Ga/Al exchange is promoted. Intermixing develops with time until excess vacancies are trapped by undetermined sites of either recombination or agglomeration, located most likely at the epilayer/substrate interface.

We underline here that although this simple, qualitative, model is in agreement with all of our experimental results and provides an explanation for the guided diffusion of the excess $V_{Ga}$ toward the depth, it also appears to be consistent with an influence of the thermal stress on the Ga pumping process itself. Indeed, a layer under tension — SiO$_2$ here — will tend to accept interstitials in order to relax its stress state. The Ga pumping effect was observed for all types of deposited SiO$_2$ layers, and it is clear that, regardless of the deposition technique, all SiO$_2$ films are under tension during anneal. The PECVD process we tested actually gives SiO$_2$ films which are already under slight tension at room temperature. The high temperature anneal will only accentuate further this state. We would therefore expect a larger amount of Ga to be pumped by these strongly tensile layers. The effect of thermal stress on $V_{Ga}$ creation was also supported more recently by the work of Cusumano et al. [79] who found out that phosphorus-doped silica containing 5 wt% P effectively inhibited Ga-Al interdiffusion in GaAs/AlGaAs heterostructures, and attributed this property to a strain relaxation effect of the cap layer during annealing. Furthermore, the kinetics of the pumping should also be affected, the larger stress difference between the film and the surface of the substrate inducing a faster out-diffusion of Ga towards SiO$_2$. Such a behavior was indeed observed by Katayama et al. [80] in rapid thermal anneals performed for the same duration but at different heating rates, and they attributed this effect to the spreading and possibly the cut-off of the Si-O bonds due to the larger stress which caused an easier pass for Ga out-diffusion. However, in our experiments no significant difference
in the Ga concentration between PECVD and RTCVD or RF-sputtered films could be evidenced in SIMS, while a smaller interdiffusion rate as compared to RTCVD layers was almost systematically observed.

As the SiO$_2$/Si$_3$N$_4$ patterning experiments presented in Sections 3 and 4 will later come to confirm, we believe the results reported here are a signature of the stress-dependence of vacancy diffusion, rather than a proof of the effect of strain on Ga out-diffusion and subsequent V$_{Ga}$ creation. Although a tensile stress state in the SiO$_2$ layer is not essential for V$_{Ga}$ creation, a compressive stress state in the substrate clearly appears to be indispensable for intermixing to occur. The dielectric deposition technique plays a major role, above all because it can affect the quality of the key SiO$_2$/GaAs interface. Some V$_{Ga}$ can be trapped below the SiO$_2$/GaAs interface due to interface defects and roughness and thus become ineffective for the interdiffusion process, and pores in the SiO$_2$ layer can change the nature of the intermixing mechanism involved by inducing Si diffusion inside the semiconductor, presumably through reduction processes.

2.6 Advantages Compared to Ion Implantation

Ion implantation is a standard process in the semiconductor industry and has been widely investigated for intermixing purposes. Its main advantages are a good control and an excellent reproducibility. The depth distribution and the amount of implanted species are completely determined by the choice of the ion beam energy, the implanted dose and the nature of the target material. The penetration and progressive slowing down of the implanted ions inside the material give rise to collisions with the target atoms. If the striken atoms receive enough energy to be kicked out of their cristalline site, secondary collisions take place and collision cascades develop, thus giving rise to the formation of a large number of defects including both vacancies and interstitials. The injected defect distribution is also predetermined by the implantation parameters but will be modified by a subsequent thermal annealing. This post-implant anneal plays a crucial role in the intermixing process by allowing implanted species and point defects to diffuse. Intermixing is stimulated and point defects can recombine therefore repairing part of the damage induced by the ion bombardment. At the same time, some defects agglomerate and form extended residual defects which are highly prejudicial to the electronic properties of the interdiffused material.

Here we will mostly center our comparison on Ga$^+$ implantation-induced intermixing. Ga$^+$ is one the ions most investigated for the interdiffusion of GaAs/(Al,Ga)As heterostructures \cite{8,11,15,19–22,45–55} and was the subject of in-depth studies by C. Vieu and coworkers \cite{22,51–53,69}. Ga being a matrix element in Ga(Al)As. Ga$^+$ implantation-induced intermixing is thus an impurity-free technique and the comparison between this technique and
SiO₂ capping-induced intermixing is thus particularly relevant. In addition to its non-dopant character, Ga⁺ is also attractive because of its good nuclear efficiency with respect to the collisional mechanisms of disordering in AlGaAs-based heterostructures, and also because a stable Ga liquid metal ion source (LMIS) can be used in a focused ion beam (FIB) system.

Like SiO₂ encapsulation and annealing, Ga⁺ implantation is an effective \( V_{Ga} \) source. However, point defect injection is fundamentally different in both cases. Although Ga⁺ implantation allows a precise amount of excess Ga vacancies to be created at a desired depth, many other defects less useful intermixing-wise are also created in the process. The most undesirable ones being extended defects such as dislocation loops, mostly of interstitial nature, and resulting from the agglomeration of point defects during the thermal anneal or even during irradiation. Moreover, in contrast with SiO₂ encapsulation which induces a very homogeneous distribution of the generated vacancies inside the heterostructures, the collision cascades created by ion implantation lead to a heterogeneous distribution of the defects.

Typically, Ga⁺ implantation of AlGaAs-based heterostructures is carried out at energies between 20 keV and 400 keV and doses ranging from \( 10^{13} \) ions/cm² to \( 10^{15} \) ions/cm². As expected, the higher the implanted ion dose, the higher the amount of injected point defects and therefore the higher the intermixing rate. However, two distinct behaviors can be observed depending on the implanted dose. At low doses (\(< 1 \times 10^{14} \) ions/cm²), the collisional intermixing generated during implantation is weak and interdiffusion is enhanced by the diffusion of excess \( V_{Ga} \) during thermal annealing. The concentration of residual defects after annealing is small. Due to the statistical distribution of implantation cascades, at low doses the post-implantation distribution of defects is not homogeneous and the induced intermixing is thus non uniform. Intermixing rate remains low but recovery of the electronic properties is fair. In contrast, at high implanted doses (\( > 1 \times 10^{14} \) ions/cm²), collisional intermixing becomes preponderant. The diffusion of active defects during annealing is limited due to a rapid coalescence into extended defects which are unavailable to help in the interdiffusion, and are responsible for PL quenching in interdiffused QWs. However, overlapping of individual collision cascades leads to a more uniform intermixing. Intermixing rate increases rapidly with dose and complete intermixing of the layers can be achieved.

We have given evidence for the outstanding homogeneity of SiO₂ capping-induced intermixing, both laterally and in the depth direction. Laterally homogeneous Ga⁺ implantation-induced interdiffusion is feasible but at the cost of extended defects. Homogeneity in the depth direction is on the other hand difficult to obtain via ion implantation. However very deep implants can be performed and buried intermixed regions achieved by using high energy ions in the meV range [81], which can a priori not be obtained via SiO₂
encapsulation. It was recently suggested [82] in the case of low implantation
doses of Ga, As and Kr in InGaAs/GaAs heterostructures that injected defects
were actually diffusing very quickly in the very early stages of the anneal
and building a uniform concentration throughout the heterostructures, thus,
leading to an even intermixing. However, interdiffusion behaviors are slightly
different in AlGaAs/GaAs and InGaAs/GaAs systems, as reported by Allard
et al. who observed a much lower threshold dose for ion-induced intermixing
in InGaAs/GaAs than in GaAs/AlGaAs [83].

Another consequence of the presence of residual extended defects is
the loss of electronic properties of the implantation-intermixed material.
Indeed, if residual defects are present in the vicinity of QWs, non radiative
recombination channels are available causing a decrease of the intensity
of the emitted luminescence. High concentrations of non radiative centers
completely quench the PL signal. In addition, broadening of the PL peak
of interdiffused QWs is an indication of the spatial inhomogeneity of the
mixing mechanism. Moreover, due to the induced disorder, there is no
strong evidence that after interdiffusion the mechanism of luminescence still
presents an excitonic character. While this change can be of little importance
for application to the fabrication of passive devices, it becomes redhibitory
for the realization of active structures. Implantation of lighter ions could be
used to attenuate this major drawback. For instance, Tan and coworkers have
shown that proton irradiation and subsequent RTA could be effectively used
to generate a high concentration of point defects with minimal formation
of extended defects and therefore attain both a high intermixing and good
recovery in PL intensities [84]. However, as the conservation of one ML-
related PL signatures after annealing demonstrates, SiO₂ capping-induced
intermixing guarantees the conservation of luminescence mechanisms. As
we will show in the next section, the presence of clear excitonic features in
strongly intermixed QWs further reinforces this point.

While SiO₂ capping-induced intermixing is highly material-dependent and
closely linked to the quality of the deposited oxide layer, ion implantation-
assisted intermixing is basically material-independent. However in the case
of Ga⁺ implantation, the distribution of implantation damage as well as
the microstructure of residual defects after annealing were found to be very
sensitive to the thickness and composition of the different layers forming
the heterostructure [20,51]. For instance, implantation damage accumulates
rapidly in GaAs layers, while a large amount of self-annealing is promoted
in AlAs layers. This phenomenon combined with intermixing effects enables
a delay in the damage build-up in a GaAs layer when adjacent AlAs layers
are deposited at each heterointerface. Many devices use QWs as active layers
and the presence of agglomerated defects in the QWs will of course strongly
alter their electronic properties. Nevertheless, the ability of AlAs layers to
prevent damage accumulation in the GaAs QWs during implantation and to
drain the defects far away from the QW during implantation can be exploited in the design of optimized heterostructures.

In conclusion, high quality interdiffusion induced by SiO₂ capping-induced intermixing, in particular when RTCVD SiO₂, makes it an attractive alternative to widely-used ion implantation for various applications. Furthermore, when a strong selectivity between intermixed and non-intermixed regions, for instance for quantum wire fabrication where a high barrier potential is absolutely indispensable to achieve a strong carrier confinement, the high implantation dose regime will have to be chosen. As will be detailed later in Section 3.7, the density of extended residual defects can then become very harmful for the observation of quantum confinement signatures. The latter point was one of our strongest motivations for investigating the lateral selectivity of SiO₂ capping-induced intermixing.

3 SELECTIVE INTERDIFFUSION UNDER PATTERNED SiO₂ CAPPING LAYER AT A NANOMETRIC SCALE

3.1 Purpose and Principle

Fabrication of low dimensional semiconductor quantum structures has attracted great attention in recent years since new physical phenomena leading to significant improvements for lasers and other optoelectronic devices are expected [85–88]. Among the various techniques investigated to realize these quantum wires or dots, spatially selective intermixing of quantum well (QW) heterostructures is a post-growth technique presenting attractive potentialities for future integration. For GaAs/AlGaAs QWs, the effective band gap is enlarged in intermixed regions, which can thus provide built-in compositional lateral barriers for carriers.

As studied in Section 2, under controlled conditions of annealing, GaAs/AlGaAs QW heterostructures exhibit an enhancement of the Ga-Al interdiffusion coefficient when capped with a layer of silicon dioxide. We have shown that high quality SiO₂ films obtained by rapid thermal chemical vapor deposition (RTCVD) could promote a strong and homogeneous impurity-free layer disordering of GaAs/AlGaAs QWs located more than 100 nm below the surface, after a 10 min. anneal at 900°C. While several experimental studies have been devoted to disordering under uniform SiO₂ layers or to spatially-selective intermixing involving patterned areas of dimensions of relevance to the confinement of photons [26,29–31], no work has yet been reported on the lateral resolution of this process when trenches of nanometric dimension are etched into the SiO₂ film, at a scale compatible with the lateral quantum confinement of electrons and holes.

In this section we give optical evidence of the realization of quantum wires (QWRs) by SiO₂ capping-enhanced intermixing, and show how the
high lateral selectivity of our process can be related to the effect on $V_Ga$
diffusion of the stress field distribution generated during anneal under the
SiO$_2$ film edges [38–39,89–91].

3.2 Nanofabrication Processes

Two different undoped QW heterostructures were grown by molecular
beam epitaxy for this study. The first structure (structure G) comprises a
single 3.7 nm-thick GaAs QW bordered by two 1 nm-thick layers of AlAs,
further embedded in two 50 nm-thick Ga$_{0.67}$Al$_{0.33}$As barriers. The structure
being capped with a final 10 nm-thick GaAs layer, the distance from the
QW to the surface is 60 nm. The second structure, already described in
Section 2 (structure D), is a multi-QW (MQW) consisting of a 20 nm-thick
Ga$_{0.67}$Al$_{0.33}$As barrier, 10 GaAs (5 nm)/AlAs (5 nm) QWs, a 20 nm-thick
Ga$_{0.67}$Al$_{0.33}$As barrier, and a final 5 nm-thick GaAs cap layer. Samples were
coated with a 400 nm-thick layer of higher quality RTCVD SiO$_2$.

High resolution electron beam lithography (HREBL) of a positive organic
resist (PMMA) in association with a lift-off process of a 70 nm-thick Al film
was used next to generate arrays of metallic lines on previously mesa-etched
regions (80 $\mu$m x 80 $\mu$m) of the samples. The SiO$_2$ film was then patterned
via reactive ion etching (RIE) in a SF$_6$/CH$_3$ gas mixture, using the Al lines
as an etch mask. Typically, trenches of width 100 nm or less were etched
into the SiO$_2$ film, at periods varying from 200 nm to 20 $\mu$m. After Al mask
removal in dilute NaOH, thermal annealing was performed in a conventional
furnace, for 15 minutes at 850°C, using the enhanced As overpressure GaAs
proximity cap technique described earlier.

Samples were characterized by low temperature (2K) photoluminescence
(PL) using an argon laser ($\lambda = 488$ nm, $P \sim 1$ mW for a 50 $\mu$m spot size),
before and after oxide deposition as well as after heat treatment with and
without the SiO$_2$ encapsulation layer. Additional signatures of the lateral
confinement of carriers into QWRs were investigated through PLE coupled
with linear polarization anisotropy analysis.

3.3 Conditions for Laterally Selective Intermixing

Figure 13 illustrates the effect of the distance between trenches etched in the
SiO$_2$ film upon the lateral selectivity of the intermixing process. Plotted
are the energetic position of the PL emission peaks, recorded for arrays
of approximately 100 nm-wide trenches, as a function of the SiO$_2$ surface
coverage. Figure 13(a) corresponds to arrays located on different mesas of
the single QW (SQW) sample and Figure 13(b) to arrays on the MQW
sample. All PL measurements reported here were obtained after annealing
with the oxide film still on the surface. The spectra collected prior to annealing
with the patterned SiO$_2$ film on top did not reveal any modification of the
Fig. 13. Energetic position of the PL peaks obtained after anneal as a function of the SiO$_2$ surface coverage ratio for arrays of approximately 100 nm-wide trenches. (a) was obtained on the SQW structure (structure G) and (b) was obtained on the MQW structure (structure D). Crosses and dots represent the low and high energy peak, respectively. Overlapping symbols indicate that a single PL peak was observed.
PL emission as compared to as-grown samples. Likewise, PL properties were not affected by the annealing step alone as could be verified through measurements performed on uncapped regions of the samples. In contrast, for both samples, a strong disordering occurs under uniformly capped regions: for the SQW structure, the PL peak is blueshifted from 1.767 eV to 1.896 eV with respect to the as-grown situation. Similarly, a blueshift from 1.690 eV to 1.800 eV is observed for the MQW, and we do not observe a strong broadening which would have indicated that various QWs of the structure could have experienced different intermixing rates. We thus conclude that the disordering is quite homogeneous in the depth direction down to at least 130 nm below the surface. As can be seen in Figure 13, different situations are encountered after annealing when the SiO$_2$ film is patterned. When the SiO$_2$ coverage ratio is lower than 0.87, namely when the period of the array is shorter than 750 nm, only one PL peak is observed, while at larger separation between wires, two emission peaks are clearly identified. This behavior turns out to be very reproducible and is observed for both the SQW and the MQW structures.

In order to determine the spatial origin of each of the luminescence peaks observed on selectively interdiffused arrays, we performed spatially resolved photoluminescence (SRPL) experiments on several arrays from the MQW sample. For SRPL measurements, an argon laser of spot size significantly smaller ($\sim 2 \mu$m in diameter) than the argon laser used in our standard PL experiments is focused on a chosen region of the sample. A piezoelectric system is used to move the sample and high precision control of the positioning is obtained via servo control and a CCD camera/Nomarski filter ensemble. A precise cartography of the sample can thus be obtained using this technique. Typically, a transversal scan is performed across the array of interest at a fixed detection energy, and corresponding changes in the PL signal intensity are recorded. This technique is similar to cathodoluminescence in that it allows regions emitting at a given energy to be localized independently. The resolution of SRPL is limited by the laser spot size and arrays of period larger than 4 $\mu$m have thus been investigated. Figure 14 displays the intensity modulations observed on an array of period 8 $\mu$m and trench width 120 nm.

Two distinct PL emissions had been observed beforehand at 1.716 eV and 1.765 eV. Two 15 $\mu$m-long scans were carried out, fixing the detection energy at 1.716 eV (Figure 14(a)) first and 1.765 eV (Figure 14(b)) next. As can be clearly seen, both curves are complementary: low energy and high energy emissions originate from distinct regions of the array. Furthermore, the two low energy emissions are indeed 8 $\mu$m apart. Moreover, the FWHM of the corresponding peaks is roughly 2 $\mu$m, which is the resolution of the experimental set-up. The actual width of the regions emitting at low energy is thus very likely much smaller than 2 $\mu$m.
These results therefore unambiguously indicate that in arrays of well separated wires the low energy PL peak originated from the narrow regions located under the trenches, while the high energy PL was emitted by the large regions covered by the SiO$_2$ strips. Thus, for relatively distant wires, selective interdiffusion can be achieved. As expected, the regions of the QWs located under the openings are preserved from the interdiffusion, while the adjacent regions capped by the SiO$_2$ strips are strongly interdiffused barriers. When the distance between wires is reduced below 650 nm, the interdiffusion is no longer laterally selective. Intermixing rates under the openings and under the SiO$_2$ strips are comparable, leading to a single PL peak slightly blue-shifted with respect to the reference.

3.4 Influence of SiO$_2$ Removal After Annealing

The true post-anneal situation can only be observed once the SiO$_2$ has been removed from the surface. Effects of SiO$_2$ removal on PL spectra are illustrated in Figure 15, obtained for an array of period 5 $\mu$m and trench width 70 nm from structure D. While the spectrum before oxide removal exhibits only 2 peaks, we distinctly see a third peak appearing at higher energy on the spectrum obtained after SiO$_2$ removal which reveals that there are actually three regions of different intermixing rates in our arrays. Moreover, the initial
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**Fig. 14.** Spatially resolved PL spectra obtained by scanning an array of period 8 $\mu$m and trench width 120 nm from structure D. a) detection energy was fixed at 1.716 eV b) detection energy was fixed at 1.765 eV.
Fig. 15. PL spectra obtained after anneal on an array of 70 nm-wide trenches an period 5 \( \mu \)m realized on structure D, (a) with the SiC film still on top, (b) after SiC removal. Inset: schematic illustration of the stress field distribution generated at 2 K in the heterostructure by the patterned oxide layer.

High energy peak is slightly blueshifted while the initial low energy emission is slightly redshifted.

These spectral changes can be well understood if we take into account stress relaxation subsequent to the removal of the patterned surface oxide layer. Due to thermal expansion mismatch between GaAs and SiO\(_2\), the stress field distribution schematically depicted on the inset of Figure 15 is generated below the patterned oxide film at 2K. Under the openings, the semiconductor is under compression while it is under tension below the oxide strips, with an enhanced region of tensile stress located under the film edges. It is well-known that stress affects the electronic properties of GaAs/AlGaAs QWs [92] and that a QW under tension (or respectively, compression) will experience an effective bandgap shrinkage (or respectively, increase). Thus, removing the surface stressor will allow stress relaxation and, as observed, regions initially under compression — wires — will have their PL shifted towards lower energies while regions initially under compression — barriers — will show a blueshift. Hence, it seems likely that two interdiffused barrier regions of different intermixing rates, indicated by the presence of two high energy PL peaks after SiO\(_2\) removal, would have merged luminescence prior to SiO\(_2\) removal due to the difference in their initial tensile states: regions of strongest intermixing rate located under the edges will experience a stronger PL redshift.
3.5 Role of Stress on the Interdiffusion Mechanism

If we consider the thermal stress distribution generated during annealing in the heterostructure, we find it is roughly inverted with respect to the 2 K situation: a tensile region is generated under the trenches while regions below SiO$_2$ are under compression, with a higher compressive state at the edges. We now show that the presence of regions of higher intermixing rates under the films' edges and the existence of adjacent non-interdiffused wires of width down to 20 nm can be explained by taking into account a driving force acting on the diffusion of point defects, originating from the thermal stress field distribution generated at the annealing temperature in the heterostructure. It is indeed well known that the presence of a vacancy in a lattice creates a slight local tensile state. Hence an elastic interaction exists between the vacancy and the macroscopic stress field. We believe that excess $V_{Ga}$ created under the SiO$_2$/GaAs interface will therefore be drained towards the higher compressive regions located under the film edges while the adjacent strongly tensile regions located under the trenches will act as barriers to this vacancy diffusion. Such a stress-driven anisotropic diffusion can thus give rise to high lateral resolution of the intermixing process i.e. steep lateral potential modulation which would be impossible to obtain through a simple isotropic diffusion process. This situation is illustrated in Figure 16 which gives a schematic representation of the stress state generated during annealing temperature in our arrays and shows the effect of the induced intermixing on the QWs shape.
For our larger period arrays, intermixing is laterally selective, thus diffusion of the excess $V_{Ga}$ generated under the SiO$_2$/GaAs interface is highly anisotropic, while in shorter period arrays, the stress fields of adjacent wires begin to overlap and $V_{Ga}$ diffusion becomes more isotropic, and thus lateral selectivity is lost. In accordance with our experimental observations, calculations of film edge-induced stress [93] show that pattern geometry is a crucial parameter since more pronounced stress states, and thus expected anisotropy, are obtained best for very narrow openings and large separation between adjacent trenches.

3.6 Fabrication of Quantum Wires and Their Optical Properties

Typical PL and PLE spectra obtained on selectively interdiffused arrays are shown in Figure 17. Figures 17(a)–(c) were obtained on a 3 $\mu$m period array of 85 nm-wide trenches from the MQW sample with the patterned oxide layer still on the surface. The PL spectrum obtained after oxide removal on that same array is shown in Figure 17(d) for comparison. Two distinct emission peaks are clearly identified in the PL spectrum of Figure 17(a). As otherwise confirmed by SRPL, the low energy peak — which is slightly blueshifted with respect to the PL peak corresponding to large uncapped and thus non-intermixed reference regions — is the wire emission originating from the narrow regions located under the trenches, and the high energy
peak corresponds to the strongly interdiffused barriers created under the SiO$_2$ strips. We notice first that the PL spectrum exhibits two separate peaks of comparable intensities. Since the wire to barrier surface coverage ratio of these arrays is typically lower than 5% (less than 1% for the 20 $\mu$m period array where intense luminescence originating from four isolated wires is measured), this high wire emission indicates a very efficient collection of carriers by the wires. The spectral changes observed after removing the patterned SiO$_2$ layer, which we discussed in the previous sections, are again clearly visible in Figure 17(d).

Results of photoluminescence excitation measurements are particularly striking. As can be seen in Figure 17(c) when the detection energy is adjusted at the position of the high energy PL peak, we observe two clear resonances in the PLE spectrum corresponding to the heavy hole (hh) and light hole (lh) excitonic transitions. Such conservation of excitonic properties in strongly interdiffused QWs attests for the outstanding homogeneity of the disordering induced under SiO$_2$ and for the higher quality of the material forming the lateral barriers. In other selective interdiffusion techniques such as ion implantation [8,11,15,18–22,45–55] or laser-induced intermixing [42–44], non radiative recombination centers — often extended residual defects — alter both the quality and the homogeneity of intermixed regions and excitonic peaks are lost in PLE. When detection corresponds to the low energy PL peak (Figure 17(b)), we continue to observe excitonic absorption due to the interdiffused regions which demonstrates an effective carrier transfer from the lateral barriers towards the wire. Furthermore, striking features appear at lower energy on the absorption edge, which can be attributed to the formation of one-dimensional (1D) subbands.

Signatures of the lateral confinement of carriers into quantum wires were further investigated through PLE coupled with linear polarization anisotropy analysis. Experiments were carried out after removal of the SiO$_2$, on the MQW structure. Figure 18(a) shows the spectrum obtained on the same array as that of Figure 17, with the detection energy adjusted at the position of the lower energy PL peak, corresponding to the wire emission. The distinctive features appearing on the absorption edge and attributed to transitions due to 1D subbands, are once again observed in the PLE spectrum after SiO$_2$ removal and appear to be very reproducible. At the same time, we observe a strong anisotropy of the linear polarization along the wire axis for the first 1D transition, as predicted by theory. In contrast, Figure 18(b) presents the spectra obtained on an uncapped reference region. The PLE spectrum exhibits the two traditional heavy hole and light hole exciton peaks while the polarization signal is flat, thus indicating no significant polarization anisotropy as expected for a 2D QW.

A simple calculation of the lateral confining potential obtained in our structures can be performed from PL data. The generally accepted model treats confinements along the vertical and the lateral directions independently.
Fig. 18. PLE and linear polarization spectra obtained on the MQW sample after anneal and SiO₂ removal on (a) an array of 85 nm-wide wires and period 3 μm, (b) a 2D reference region. Arrows recall the position of the corresponding PL peak.

and assumes error-function-like shapes for both potentials [46]. The transfer matrix procedure [94] is used to calculate the electronic levels in such a potential, with a band offset of 0.67 [95]. It should be noted than an exact calculation of the electronic levels in our wires would however require a 3D solution of the Schrödinger equation for the real spatial modulation of the potential induced by the disordering of the QW with different degrees of intermixing across the wire. The lateral potential is characterized by a lateral interdiffusion length $\Delta_t$, which is an indicator of the anisotropy of the diffusion i.e. of the steepness of the lateral bandgap modulation, and by a lateral barrier height $V_B$ given by the experimental PL blueshift observed for the border barrier emission. We can then distinguish between two components inducing the blueshift observed in the QWR emission: a ground-state quantization energy $E_{1D}$ and an energy $E_{Al}$ which represents the effects due to the penetration of Al at the center of the wire. Typical values obtained for these parameters are reported in Table 2.

High confinement energies in the 10–20 meV range are obtained for the narrowest wires while lateral interdiffusion lengths as short as 6 nm show the achievable steepness of the potential modulation, as compared to the best value of 8 nm reported in the literature for a selective interdiffusion technique [54,55]. We outline the fact that in contrast with other intermixing techniques where $\Delta_t$ is typically a constant, here anisotropy varies with pattern geometry:
### TABLE 2

Typical parameters obtained for the lateral confining potential.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Array (nm) opening/period</th>
<th>$V_B$ (meV)</th>
<th>$\Delta_x$ (nm)</th>
<th>$E_D$ (meV)</th>
<th>$E_{AI}$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQW</td>
<td>20/50000</td>
<td>137</td>
<td>6</td>
<td>15.5</td>
<td>32.5</td>
</tr>
<tr>
<td>SQW</td>
<td>40/40000</td>
<td>130</td>
<td>9.5</td>
<td>10.4</td>
<td>16.6</td>
</tr>
<tr>
<td>MQW</td>
<td>70/50000</td>
<td>100</td>
<td>21</td>
<td>5.5</td>
<td>34.5</td>
</tr>
<tr>
<td>MQW</td>
<td>75/40000</td>
<td>145</td>
<td>19</td>
<td>4.3</td>
<td>16.7</td>
</tr>
</tbody>
</table>

The narrower the wires, the shorter $\Delta_x$ and thus the higher $E_{1D}$. Moreover, the stronger intermixing achieved under the SiO$_2$ edges guarantees large lateral barrier heights ($\sim$ 130 meV). Strikingly, anisotropy is lost for wider wires, as in the case of the MQW structure, resulting in lower confinement energies due to flattening of the lateral potential. Such a behavior is consistent with aforementioned stress field calculations where more pronounced stress states, and thus expected anisotropy, were obtained for narrower openings.

The conduction and valence band profiles along the direction perpendicular to the wire axis calculated for an array of wires of width 20 nm and period 5 $\mu$m located on the SQW sample, have been represented in Figure 19. The calculated electron and hole levels are also indicated. The confinement along the tranversal direction $x$ was considered independently from the confinement in the growth direction given by epitaxy. Several 1D confinement effects, such as heavy hole and light hole mixing in the valence band and excitonic effects [96], are not taken into account in our calculation.

The calculation predicts an energetic difference of roughly 20 meV between the first two electron-hole transitions. We notice that due to lateral interdiffusion, the potential is actually narrowed with respect to the initial 20 nm trench width. Indeed, the width of the lateral potential modulation at the position of the first electronic level is 14 nm, which is thus the QWRs effective width.

The shape of the two dimensional potential which confines carriers inside QWRs has been tentatively represented in Figure 20 for the conduction band, for the same array as in Figure 19. Figure 20(a) and Figure 20(b) are views of that same potential rotated 90° from each other. Far from the center of the wire, we observe the classical error function shape of the interdiffused QW along the $z$ direction. When we get closer and closer to the wire center (moving towards the middle), the QW progressively experiences a reduced intermixing rate. At the wire center, the QW has been effectively protected (but not completely) from the interdiffusion and the shape along $z$ tends to a square well potential. Passing through the wire region, we progressively find again the error function shape of the strongly interdiffused QW. This spatial modulation of the potential leads to the formation of a small valley under the
Fig. 19. Representation of the lateral potential modulation in the conduction band for an array of wires of width 20 nm and period 5 \( \mu \)m located on the SQW sample, with lateral interdiffusion length of 6 nm and barrier height 130 meV.

Fig. 20. Representation of the confining potential in the conduction band for a 3.3 nm-wide SQW (structure G), a 20 nm-wide trench, with lateral interdiffusion length of 6 nm and barrier height 130 meV. The z axis is oriented along the growth direction while the x axis is perpendicular to the direction of the wire. The black stripe represents the projection in the (x, z) plane of the regions located under the opening. The arrow points to the zone of 1D confinement.
wire center. This valley is constant along the $x$ direction, parallel to the wire axis: it represents the 1D confinement zone. It is clear that the real potential is a complex function $V(x, z)$ which cannot be easily separated along the two directions of confinement. The calculation of the electronic levels for the conduction band and the valence band in such an intricate potential remains critical. However, according to the difference in dimensions between the QW thickness (3.3 nm) and the wire width (20 nm), we believe that our approach, which treats separately confinements along $z$ and $x$, should give the correct order of magnitude of the lateral confinement effects. We point out here that since our technique spontaneously generates bordered QWRs, a slight decrease in the lateral potential amplitude should be represented on the potential when we move away from the edges of the wire. However, this characteristic does not have a direct influence on the lateral barrier height which stays fixed by the potential created in the bordering regions. Moreover, the exact lateral extension of these stronger interdiffused region is not known.

In summary, we have reported in this section on the fabrication of double barrier QWRs by selective intermixing induced in GaAs/AlGaAs QW heterostructures by Si$_2$O$_2$ capping and annealing. Signatures of the confinement of carriers inside 1D structures have been observed in PL, PLE and linear polarization analysis. The qualitative interdiffusion model directly involving the effect of the stress field on point defect diffusion that we have proposed successfully accounts for the high lateral resolution achievable with this technique when narrow trenches are etched at relatively large periods (>750 nm).

3.7 Comparison with Quantum Wires Fabricated by Localized Ion Implantation

Ion implantation is a highly reproducible process which allows a precise control of the amount of injected defects and, in consequence, of the induced intermixing. In order to realize QWRs by ion implantation-induced interdiffusion and be able to probe their properties through optical spectroscopy, several requirements must be met. First of all, implantation has to be spatially localized and the lateral selectivity of the induced intermixing must be compatible with lateral carrier confinement. Next, the technique must be impurity-free and the choice of the implanted ion is thus restricted to inert species.

In AlGaAs/GaAs heterostructures, Ga$^+$ implantation was an ideal candidate and was investigated for this purpose by various groups [11,45–55]. Defect injection can be restricted to selected areas of a sample either through the use of masks deposited on the surface which completely stop incident ions [11,45–47,49,50–55,97], or by using a Ga$^+$ focused ion beam (FIB) [48]. In the broad beam case, nanometric regions can be effectively preserved from irradiation via a combination of high resolution electron beam lithography
and metal lift-off at dimensions close to 20 nm. In the case of FIB, systems delivering a 10 nm spot size are available nowadays [98].

It appeared that high implanted Ga\(^+\) doses were necessary to achieve optimal lateral resolution (minimization of active defect diffusion during annealing), a strong lateral barrier (large interdiffusion lengths provided by the numerous injected point defects) and a uniform intermixing in the implanted regions (overlap of the individual collision cascades). Moreover, the QWRs fabricated via Ga\(^+\) implantation were typically realized on heterostructures containing QWs located very close to the surface. This condition is required in order to achieve very narrow wires for which the 1D quantum confinement effects are the more pronounced. Indeed, the deeper the region that must be intermixed, the higher the implantation energy that must be used. Unfortunately, the higher the energy, the higher the lateral defect dispersion and, thus, the poorer the lateral resolution. Under optimal conditions, complete intermixing can be obtained by Ga\(^+\) implantation and typical lateral barrier heights of 100–200 meV are reproducibly achieved. The lateral interdiffusion lengths reported in the literature are as low as 8–10 nm. It is this high lateral selectivity that made people believe that, among selective interdiffusion techniques, ion implantation was the only one compatible with quantum carrier confinement.

As we have shown, high lateral barriers are also achievable with SiO\(_2\) capping-induced intermixing. A precise control of the interdiffusion rate can be foreseen through a SIMS calibration of the amount of Ga pumped at fixed anneal temperature and SiO\(_2\) thickness. A judicious choice of the geometric patterns should allow the fabrication of QWRs in a reproducible fashion as well. Moreover, we demonstrated that although our technique was solely based on vacancy diffusion processes, a lateral resolution as high as the one obtained by ion implantation, indeed better (\(\Delta t = 6\) nm), could be achieved due to diffusion anisotropy guided by the stress field. Like ion implantation depth dependence could become critical since lateral resolution is intrinsically linked to the stress field distribution imposed by the patterned SiO\(_2\) layer, however, even on MQW structures containing QWs down to 120 nm, no such sensitivity could be observed. Calculated 1D confinement energies are also very close and relatively large (10–15 meV) for both techniques.

However, the true advantages of SiO\(_2\) capping as compared to Ga\(^+\) implantation lie in the quality of the fabricated nanostructures. SiO\(_2\) encapsulation-based interdiffusion gives rise naturally to bordered QWRs and guarantees excellent quality of the created lateral composition barriers. In contrast, conservation of electronic properties in strongly interdiffused QWs is never observed in the case of ion implantation. Due to the presence of unavoidable residual extended defects after annealing, the intermixed material is often highly degraded and full of non-radiative centers that quench PL intensity. Furthermore, the development of collision
cascades during ion bombardment leads to a non-uniform interdiffusion, and although this statistical heterogeneous distribution of implantation defects can be smoothed by increasing the dose and the irradiation temperature, the intermixed material remains intrinsically disordered and rapidly looses its excitonic properties. In addition, the ultimate physical properties of the QWRs fabricated by ion implantation appear to be limited by the fluctuations of the confining potential along the wire axis which are the direct result of the spatial inhomogeneity of the intermixing due to the damage cascades.

We have given evidence for the high spatial homogeneity of SiO₂ encapsulation-induced intermixing and this strong asset made possible the PLE detection of reproducible features in the absorption edge which could be attributed to 1D subbands. Furthermore, to our knowledge, no effects of linear polarization anisotropy were ever reported in the literature for QWRs fabricated by ion implantation. The pronounced effect we observe leads us to believe that although confinement amplitudes are comparable in both competing techniques, regularity and barrier material quality are definitely superior via RTCVD SiO₂ capping and patterning. For these reasons, novel effects predicted by theory for QWRs but never clearly evidenced up to now in structures realized by other selective interdiffusion techniques could be observed.

Besides, the poor quality of the material intermixed by ion implantation renders the fabricated wires very difficult to exploit in active devices, such as QWR lasers for instance. On the other hand, the large minimal lateral barrier width necessary for the fabrication of QWRs by SiO₂ capping seems a significant obstacle for such applications where close-packed QWRs are necessary for gain to be achieved. All pattern geometries cannot be realized with this technique due to its high dependence upon stress field distribution. If, as we trust, this inconvenience can be overcome by a better control of the stress fields, the high quality of the QWRs fabricated by SiO₂ capping and patterning would then make them the ideal candidates for such sought-for devices.

4 SELECTIVE INTERDIFFUSION UNDER PATTERNED SiO₂/Si₃N₄ LAYERS

4.1 Purpose and Principle

Silicon nitride has long been used for passivation in III-V semiconductor device fabrication technology. More recently, Si₃N₄ capping of undoped GaAs/AlGaAs QW was found to effectively inhibit Al-Ga intermixing [26–28]. Naturally, Si₃N₄ was used in association with SiO₂ to obtain spatially selective intermixing of GaAs/AlGaAs QW heterostructures. This combination successfully resulted in the realization of a stripe-geometry
QW laser diode [26]. However, the various works published on the matter [26–28,99,100] indicated that the combined use of SiO2 and Si3N4 could give quite different experimental results regarding intermixing rates and lateral extension, depending mainly on the patterning configuration and on the order of deposition of the layers (e.g. SiO2 over Si3N4, or Si3N4 over SiO2). In addition, like silicon dioxide, silicon nitride behavior was found to be dependent on the dielectric deposition technique used and the heterostructure composition. For instance, in several p-i-n structures silicon nitride was on the opposite found to enhance intermixing [99,100]. Although explanations have been proposed for specific behaviors, no global theory concerning the basic diffusion mechanisms involved has been reported. Moreover, the applicability of this technique to the fabrication of reduced size devices, e.g. laterally confined quantum structures, has never been investigated. The comparative work presented in this section provides a comprehensive explanation for the various behaviors reported in the literature, by highlighting the critical role played in vacancy diffusion by the stress distribution generated in the heterostructure by the capping layers [39,101,102].

Three different undoped QW heterostructures grown by molecular beam epitaxy (MBE) have been used for this study: structures C, D and G. We recall that structure C comprises a single 6 nm-thick GaAs QW, symmetrically bordered by two 1.5 nm-thick AlAs layers, and further embedded in thick Al0.33Ga0.67As barriers, located at a depth of 30 nm from the surface. Structure D is a MQW containing ten identical uncoupled GaAs (5 nm) / AlAs (5 nm) QWs, embedded in 20 nm-thick upper and lower Al0.33Ga0.67As barriers. And structure G contains a single 3.7 nm-thick GaAs QW also bordered by thin AlAs layers of thickness 1 nm and further embedded in thick Al0.33Ga0.67As barriers, but the QW is located 60 nm below the surface. These heterostructures were capped by a thin capsule of GaAs to avoid any contact of reactive Al atoms with atmosphere and further deposited dielectric layers. As previously suggested [20,51], the effects of Ga-Al interdiffusion are enhanced for QWs bordered by thin AlAs layers, and become easier to detect by photoluminescence (PL) or by cross-sectional transmission electron microscopy (XTEM). Comparative experiments were undertaken on structure C for the case of patterned SiO2 covered with Si3N4, and on structure G for the case of patterned Si3N4 covered with SiO2.

Dielectric deposition was performed by RTCVD. As already mentioned, this unique technique involves the pyrolytic decomposition of reactive gases (SiH4 and O2 for SiO2, SiH4 and NH3 for Si3N4) in an inert flowing N2 atmosphere, accelerated by the rapid heating (700°C) of the sample holder by halogen lamps. The obtained SiO2 layers present physical and compositional properties very close to those of thermally grown SiO2, and Si3N4 layers show no sign of O incorporation. We showed in Section 2 that intermixing occurring under RTCVD SiO2-capped and annealed GaAs/(Ga,Al)As heterostructures gave a higher reproducibility.
and higher uniformity than other SiO₂ deposition methods. In addition, we have also shown that the intermixing rate depends on the thickness of the SiO₂ capping layer and that optimized intermixing effects are obtained for 450 nm-thick SiO₂ films. Such a value was thus adopted for the present experiments, while Si₃N₄ layers of thickness 100 nm were systematically used for the complementary film. The dielectric layers obtained by RTCVD, using our working conditions, are under intrinsic stress. Measurements made at room temperature after deposition, give a high tensile stress of 2.26 GPa for Si₃N₄ thin films of thickness 100 nm, and a weaker compressive stress of -0.2 GPa for 450 nm-thick SiO₂ films.

Arrays of strips of width ranging from 60 nm to 2 μm and of different periods were patterned into the first deposited film using high resolution electron beam lithography (EBL) followed by reactive ion etching (RIE). EBL was performed on 200 nm-thick PMMA resist layers, and then after lift-off, metallic masks of 70 nm-thick Al were used for RIE pattern transfer. A (SF₆/CHF₃) gas mixture was used to obtain good etching anisotropy and a high selectivity between the dielectric layers and the semiconductor. Vertical edges are obtained when 100 nm-thick Si₃N₄ layers are processed, while a slope of 3° is observed by XTEM after etching of 450 nm-thick SiO₂ layers. After RIE, Al masks are easily removed by immersion in dilute NaOH, enabling subsequent deposition step to be performed. Thermal annealing was carried out at a temperature of 850°C for 30 minutes in a conventional furnace. During annealing the sample is sandwiched in between two GaAs clean samples and inserted in a graphite box filled with fine GaAs powder. Both constant temperature and As overpressure are thus guaranteed. On a same piece of the original MBE layer, different arrays of strips were fabricated on previously mesa-etched regions of 80 μm × 80 μm. This enables each array to be easily located and characterized independently. The mixing rate and its spatial distribution were characterized by low temperature PL and XTEM. In our PL experiments the exciting laser probe of roughly 40 μm diameter can be easily positioned on a specific mesa. XTEM specimen preparations were achieved using original highly localized techniques involving RIE and/or Focused Ion Beam (FIB) thinning [103,104] which enabled us to observe on a same specimen several arrays with different strip dimensions and periods. PL characterizations could thus be systematically compared to XTEM observations in order to get a better understanding of the intermixing process as a function of the structure of the patterned arrays.

4.2 Experimental Results: Patterned SiO₂ Coated with Si₃N₄

Figure 21 gives a schematic representation of the arrays patterned into the dielectric layers. Due to different intrinsic stress in the SiO₂ film and the Si₃N₄ film, such a patterning imposes a complex stress field on the near-surface region of the semiconductor. When the sample is cooled down
Fig. 21. Schematic representation of the arrays obtained when the SiO$_2$ film is deposited first, then patterned by Electron Beam Lithography and Reactive Ion Etching, and finally covered with the Si$_3$N$_4$ film. Also presented are the schematic stress distributions in the near surface region of the semiconductor induced by the dielectric layers, both at low temperature (2K) and at high temperature (850°C). Letters C and T denote compressive and tensile states respectively. Symbol C+ indicates a highly compressive region.

for PL experiments or annealed at high temperature for the interdiffusion process, this stress field is modified due to the thermal stress caused by the expansion coefficient mismatch between the dielectric films and GaAs. Let us recall that the thermal stress generated in a thin homogeneous film deposited on a thick substrate, during a temperature variation T, is given by equation (1). Table 1 listed values for the linear expansion coefficient of the dielectric materials and GaAs, as well as the elastic coefficients needed to calculate the thermal stress through equation (1). At low temperature RTCVD SiO$_2$ films are under compressive stress but due to a low expansion coefficient, it becomes tensile (~ +0.24 GPa) at the annealing temperature of 850°C. For RTCVD Si$_3$N$_4$ films, a different situation is obtained: films are under tensile stress at low temperature, as well as at the annealing temperature.
where a very high tensile stress is expected ($\sim +3.5$ GPa). However, we do not have access to a direct measurement of these stress states at $2K$ and $850^\circ\text{C}$. Although the adhesion of the films does not appear to be modified by the thermal treatments, our simple calculation of the total stresses involved can only give a rough estimate since no chemical changes in the films are considered upon annealing.

Following patterning, the semiconductor surface will experience a non uniform stress field across the array of strips. Such a property has indeed been exploited in the past to fabricate QWRs by stress-induced lateral confinement \cite{105,106}. In our case, the expected situations at $2K$ and $850^\circ\text{C}$ are schematically represented in Figure 21. It is worth noting that due to its very high tensile stress, the $\text{Si}_3\text{N}_4$ film tends to impose the stress distribution to the whole structure. At low temperature, the semiconductor is under compressive stress below the $\text{Si}_3\text{N}_4$ strips, while the regions below the silica strips covered with $\text{Si}_3\text{N}_4$ are under tensile stress. We will see that this point will be confirmed by PL experiments. At high temperature, the situation is quite comparable: the highly stressed nitride film induces a compressive deformation of the semiconductor below the $\text{Si}_3\text{N}_4$ strips and by compressing the $\text{SiO}_2$ layer it drives the semiconductor under tension below the $\text{SiO}_2$ strips covered with $\text{Si}_3\text{N}_4$. The amplitude of the stress in the different regions depends strongly on the geometry of the patterned structures, and enhanced stress exists at the edges of the dielectric masks, as shown by previous calculations \cite{93,107}. These calculations become rather complex in the case of two complementary deposited films, but the results presented in this paper can be qualitatively well understood on the basis of the simple description of the stress distribution presented in Figure 21.

Table 3 gives a summary of the PL results obtained on heterostructure C both before and after annealing. The energy position of the PL peak of the single QW is reported as a function of the structures patterned in the capping dielectric layers, for some areas also examined by XTEM. Figure 22 displays some of the most representative PL spectra. The as-grown structure C exhibits an intense low temperature PL signal at an energy of $1.626 \text{eV}$ corresponding to the QW emission, a PL line at $1.52 \text{eV}$ originating from the GaAs buffer layer, and a weak signal at an energy of $2.018 \text{eV}$ which is attributed to the thin AlAs layers bordering the QW and which forms quantum wells in the X valleys. Similar spectra are obtained on large areas uniformly capped with $\text{Si}_3\text{N}_4$, as observed in Figure 22(a), thus indicating that no degradation of the optical properties of the QW occurs after the deposition step.

However, in arrays, a splitting of the QW PL line into two peaks is observed after deposition and patterning. This splitting is due to the stress distribution induced in the QW by the capping layers. The influence of stress on the PL of GaAs/GaAlAs QWs is a well documented phenomenon \cite{105,106}. In a tensile region the effective band gap energy of a QW is decreased, leading to a redshift of the PL peak, while on the opposite, a blueshift is induced.
under compressive stress. The observation of two peaks before annealing is thus a confirmation that in these arrays, tensile regions under the SiO₂ strips alternate with compressive regions under the Si₃N₄ strips. This effect is particularly pronounced for wide SiO₂ and Si₃N₄ strips. Spectrum 22(b) shows an example of 2.1 μm-wide Si₃N₄-covered SiO₂ strips separated by 0.9 μm-wide Si₃N₄ strips, where the PL splitting reaches a value of 23 meV. When similar experiments are performed on arrays of trenches opened in the SiO₂ layer alone, no splitting of the PL peak is observed. It thus seems logical to conclude that it is the presence of the additional Si₃N₄ coating which induces a strong lateral stress gradient.

As can be seen in Table 3, regions uniformly capped with Si₃N₄ show very high stability against heat treatment. In these areas the PL intensity is not affected after annealing, which indicates that the RIE of the SiO₂ layer prior to Si₃N₄ deposition has not generated any defects in the structure. We thus confirm here the good encapsulating properties of uniform Si₃N₄ films for GaAs/GaAlAs structures reported in the literature [26–28], even in the case where the Si₃N₄ layer is deposited after several processing steps such as RIE.

![Image](https://via.placeholder.com/150)

The PL spectrum obtained after anneal on regions uniformly covered with a (SiO₂+Si₃N₄) bilayer is presented in Figure 22(c). We observe the GaAs buffer line at 1.52 eV, a low intensity and broad line around 1.97 eV which could correspond to the luminescence of the thick Al₀.₃₃Ga₀.₆₇As barriers, and a small signal at 2.018 eV fitting well with the X luminescence of the thin AlAs layers bordering the QW. The quenching of the QW luminescence together with the observation of a line corresponding to the GaAlAs alloy,
Fig. 22. Typical low temperature PL spectra obtained on structure C for different processed regions containing arrays of Si$_3$N$_4$ strips with adjacent (SiO$_2$ + Si$_3$N$_4$) strips. (a) corresponds to a region uniformly capped with Si$_3$N$_4$ before annealing. (b) was obtained before annealing on an array of 2.1 \( \mu \)m-wide (SiO$_2$ + Si$_3$N$_4$) strips with 0.9 \( \mu \)m-wide Si$_3$N$_4$ adjacent strips. (c) corresponds to an annealed region uniformly capped with a (SiO$_2$ + Si$_3$N$_4$) bilayer. (d) was obtained after annealing on an array of 2.1 \( \mu \)m-wide (SiO$_2$ + Si$_3$N$_4$) strips with 0.9 \( \mu \)m-wide Si$_3$N$_4$ adjacent strips.

could indicate the achievement of a complete mixing of the layers in these areas. However, this conclusion is not compatible with the observation of a line at 2.018 eV because complete mixing would also imply also the washing out of the thin AlAs bordering layers. In order to clarify this point, XTEM observations were carried out in these regions. Figure 23 presents a dark-field image of the QW structure capped with a (SiO$_2$+Si$_3$N$_4$) bilayer.

We clearly observe the GaAs QW, visible as a dark stripe bordered by two bright layers corresponding to the thin AlAs layers. The observed contrast is very similar to the one obtained on the as-grown layer (not shown here). XTEM analysis thus clearly indicates that the interdiffusion has been inhibited in these regions. However, many defects are visible underneath the SiO$_2$/GaAs interface down to a depth of 15–20 nm. Their exact nature could not be determined by XTEM because of their large density. The presence of this high concentration of defects in the vicinity of the QW offers a possible explanation for the quenching of the QW PL. Moreover, the conservation of the thin AlAs layers at the QW interfaces, attested by XTEM, explains the origin of the PL signal observed at 2.018 eV. It is important to stress here
Fig. 23. XTEM (DF 200) micrograph obtained after annealing on a region uniformly capped with a (SiO$_2$ + Si$_3$N$_4$) bilayer. The vertical arrow points at the SiO$_2$/GaAs interface. The GaAs layer appears in black and the bordering thin AlAs layers appear almost white. Note the presence of a band of defects just below the SiO$_2$/GaAs interface.

that when a sample from heterostructure C is uniformly covered with SiO$_2$, without Si$_3$N$_4$ on top, and annealed in the same conditions, a blueshift of the QW PL peak of over 100 meV is observed without significant loss of intensity. In that configuration, interdiffusion occurs normally due to the generation of $V_{Ga}$ under the SiO$_2$/GaAs interface and no extended defects are formed during annealing, as previously reported in Section 2.

After annealing, the micrometric arrays of wide SiO$_2$ and wide Si$_3$N$_4$ strips exhibit two low intensity PL lines. Figure 22 (d) corresponds to the case of 2.1 $\mu$m-wide SiO$_2$ strips surrounded by 0.9 $\mu$m-wide Si$_3$N$_4$ strips. The very weak peak on the low energy side (1.62 eV) is slightly redshifted compared to the reference emission and thus corresponds to some regions protected from the interdiffusion. The broad peak on the high energy side exhibiting two maxima could correspond to highly interdiffused regions (quasi-complete mixing giving rise to emission around 1.92 eV) and to the Al$_{0.33}$Ga$_{0.67}$As alloy barriers (emission at 1.97 eV). In order to confirm this interpretation and to spatially localize these different emissions, XTEM observations were carried out on these arrays. Figure 24 presents a bright-field (BF) (a) and a dark-field (DF) (b) image of a 0.9 $\mu$m-wide trench etched through the SiO$_2$ layer and covered with the Si$_3$N$_4$ layer, which corresponds to the PL spectrum of Figure 22(d). The BF illumination enables us to image the two capping layers with an arrangement corresponding exactly to the situation pictured in Figure 21.
Fig. 24. XTEM micrographs obtained after annealing on a 0.9 μm-wide trench opened in the SiO₂ layer and covered with Si₃N₄. (a) is a bright-field image showing the different layers. The Ni layer visible on top of the structure is used for the thinning of the sample for XTEM observation. The horizontal arrow indicates the depth of the QW and the vertical one, the surface of the semiconductor. (b) is a dark-field (200) image showing the location of the interdiffused areas. The edges of the SiO₂-capped region are indicated by inclined arrows and the surface of the semiconductor, by a vertical arrow. The contrasts of the bordered QW disappear below the Si₃N₄ strip, attesting for a complete intermixing of the layers in this area.

On the DF image, the QW with its bordering thin AlAs layers is clearly seen under the SiO₂ strips covered with Si₃N₄. In these regions, as in the uniform areas covered with a (SiO₂+Si₃N₄) bilayer (see Figure 23) the interdiffusion is inhibited and a large concentration of defects is visible under the SiO₂/GaAs interface. In contrast, the QW disappears completely underneath the Si₃N₄ strips indicating a complete mixing. We also note that the Si₃N₄/GaAs interface is defect-free. The arrows on Figure 24(b) point at the position of the edges of the SiO₂ strips. We can see a transition region between the totally interdiffused areas and the protected ones. On a lateral distance extending over 200 nm on each side of the SiO₂ strips, a zone of intermediate mixing rate is observed. The width of the completely mixed area is thus reduced to 500 nm, as compared to the original 0.9 μm-wide Si₃N₄. The presence of this large transition region where the QW progressively changes from its original shape to a completely disordered layer thus explains
the origin of the very broad peak observed systematically on the high energy side of the PL spectra of the arrays. The low intensity PL signal at 1.62 eV emanates from the non-interdiffused region located under the SiO₂ strips. The PL intensity is weak due to the large concentration of defects generated under the SiO₂/GaAs interface in these areas. Moreover, the PL peak position is slightly redshifted due to the tensile stress imposed under the SiO₂ strip, and also possibly to the presence of these defects.

XTEM analysis thus allows us to unambiguously state that the interdiffused regions are located under the Si₃N₄ strips and that the protected regions are in the SiO₂-capped areas. This surprising result is truly counterintuitive since we expected the protected regions to be in the Si₃N₄-capped areas because of the good encapsulating property of uniform nitride films. We can see here that PL used alone would have probably led us to a wrong conclusion concerning the location of the interdiffused regions.

In the case of the nanometric arrays of smaller pattern dimensions, the PL data of Table 3 (denoted by a *) indicate that intermediate situations are observed. No regions of complete mixing are generated and the difference in mixing rates between the two adjacent regions is attenuated. These results were confirmed by XTEM (data not presented here) which showed that the contrasts of the QW heterostructure were still visible. The modulations of the QW contrasts across those nanometric arrays were too small to be quantified through XTEM analysis.

In summary, coupled PL and XTEM experiments give the following indications for this specific configuration of dielectric layers where the SiO₂ film is deposited first. Strong lateral variations in the stress field are generated in the near surface region of the semiconductor due to the patterning of the SiO₂ film and the subsequent deposition of Si₃N₄ on top. After deposition and patterning, the induced stresses are sufficient to split the low temperature PL line of a QW located 30 nm below the surface. Large regions uniformly capped with Si₃N₄ are stable against heat treatment: neither interdiffusion nor crystalline defects are generated. In contrast, in large regions uniformly capped with a (SiO₂+Si₃N₄) bilayer, interdiffusion is inhibited due to the presence of the coating Si₃N₄ layer. However, a large density of defects are created under the SiO₂/GaAs interface which quench the QW PL signal. In arrays of wide Si₃N₄ strips with wide adjacent strips of SiO₂ covered with Si₃N₄, complete mixing of a 6 nm-wide QW occurs under the Si₃N₄ strips, while the interdiffusion is inhibited in the neighbouring regions covered with (SiO₂+Si₃N₄). A transition region as wide as 200 nm extending from the edge of the trench opened in the SiO₂ layer towards the Si₃N₄-capped region is observed. A large density of defects is formed under the SiO₂/GaAs interface, affecting considerably the PL of the non-interdiffused QW. In the arrays of nanometric dimensions, layer disordering is weaker and only small modulations are observed across the different capped regions.
4.3 Experimental Results: Patterned Si$_3$N$_4$ Coated with SiO$_2$

Figure 25 gives a schematic representation of the arrays patterned into the dielectric layers. In this experiment, the Si$_3$N$_4$ thin film is deposited first, patterned by EBL and subsequent RIE, and then covered with a thick SiO$_2$ layer. After patterning, due to the different intrinsic stresses in the deposited films, the surface region of the semiconductor experiences some stress which depends on the pattern geometry. The expected stress distribution for wide and narrow strips of Si$_3$N$_4$ at the two temperatures of interest for this study are sketched in Figure 5. At low temperature, the semiconductor surface is in a compressive state under the Si$_3$N$_4$ strips and in a tensile state in the SiO$_2$-capped regions. At high temperature, during annealing, both deposited films are under tensile stress, therefore no strong lateral stress gradient is expected in the near surface region of the semiconductor. The whole surface of the semiconductor is under compressive stress with
TABLE 4
Summary of the low temperature PL data obtained on heterostructure G for different processed
regions containing arrays of Si₃N₄ strips covered with SiO₂. The table indicates the position of
the observed PL peaks. When no comments are made, the PL intensity of the peaks is comparable
to that of an as-grown sample, with no linewidth broadening.

<table>
<thead>
<tr>
<th>Pattern geometry</th>
<th>PL peak(s) energy (eV) before annealing</th>
<th>PL peak(s) energy (eV) after annealing</th>
</tr>
</thead>
<tbody>
<tr>
<td>uniform (Si₃N₄ + SiO₂) bilayer</td>
<td>1.760</td>
<td>1.763</td>
</tr>
<tr>
<td>only uniform SiO₂</td>
<td>1.758</td>
<td>1.91 (weak)</td>
</tr>
<tr>
<td>1000/3000</td>
<td>1.758/1.762</td>
<td>1.617 (very weak)/1.92 (weak)</td>
</tr>
<tr>
<td>60/500</td>
<td>1.760</td>
<td>1.93 (weak and broad)</td>
</tr>
<tr>
<td>60/300</td>
<td>1.760</td>
<td>1.92 (weak and broad)</td>
</tr>
<tr>
<td>600/750</td>
<td>1.755/1.765</td>
<td>1.81/1.86 (weak and broad)</td>
</tr>
<tr>
<td>400/500</td>
<td>1.755/1.768</td>
<td>1.82/1.86 (weak and broad)</td>
</tr>
<tr>
<td>290/350</td>
<td>1.752/1.769</td>
<td>1.835/1.87 (weak and broad)</td>
</tr>
</tbody>
</table>

modulations at the edges of the structures which depend on the pattern
geometry.

The experiments described in this section were obtained on the MBE
structure G which contains a single 3.7 nm-wide GaAs QW. Arrays of narrow
Si₃N₄ strips (<200 nm) with much larger periods (≈ 1 μm) were patterned,
together with inverse structures of wide Si₃N₄ strips (>200 nm) and smaller
period. Table 4 gives a summary of the PL results obtained before and after
annealing and Figure 26 presents the most representative PL spectra.

Before annealing, the QW PL line peak splits into two peaks only for
the arrays of wide Si₃N₄ strips (>200 nm) surrounded by narrower SiO₂
strips (<150 nm) and for arrays of micrometric dimensions. In both cases,
the splitting can reach a value of 17 meV (see Table 4). In contrast, for the
arrays containing narrow Si₃N₄ strips (<200 nm) surrounded by wide SiO₂
strips, the PL peak is not split and corresponds to the emission obtained for
large areas uniformly capped with Si₃N₄ (see Table 4). It thus appears that
the splitting of the PL peak is related to a minimal surface coverage of the
Si₃N₄ film which confirms that the nitride film imposes a higher stress on
the structure than the SiO₂ film. This stress was indeed clearly visualized in
XTEM on arrays performed on heterostructure D. Figure 27 is a DF XTEM
micrograph obtained after anneal on an array of Si₃N₄ strips of width 200 nm
and period 280 nm coated with a thick layer of SiO₂. The MQW is still visible
but presents a very contrasted aspect: half circle-shaped halos are distinctly
observed under each Si₃N₄ strip. We note the presence of a darker fringe
surrounding a lighter region. Such contrasts can in no way be attributed to
the presence of regions of different intermixing rate and, thus, of different Al
concentration. Furthermore, we noticed that these contrasted halos were very
Fig. 26. Typical low temperature PL spectra obtained on structure G for different processed regions containing arrays of SiO$_2$ strips with adjacent (Si$_3$N$_4$ + SiO$_2$) strips. (a) corresponds to a region uniformly capped with a (Si$_3$N$_4$ + SiO$_2$) bilayer after annealing, (b) was obtained after annealing on a region uniformly capped with SiO$_2$. (c) corresponds to an array of 600 nm-wide (Si$_3$N$_4$ + SiO$_2$) strips with 150-nm wide SiO$_2$ adjacent strips after annealing, (d) was obtained after annealing on an array of 60 nm-wide (Si$_3$N$_4$ + SiO$_2$) strips with 240 nm-wide SiO$_2$ adjacent strips.

Fig. 27. XTEM (DF 200) micrograph obtained after anneal on an array of Si$_3$N$_4$ strips of width 200 nm and period 280 nm coated with SiO$_2$ realized on structure D. We clearly distinguish under each nitride strip a half circle-shaped halo showing a succession of light and dark fringes.

sensitive to illumination conditions, departure from Bragg angle, etc. Taking a closer look at these halos on other arrays [39], we could even distinguish double contrasts at the MQWs heterointerfaces where the darker ring of the halo passes through. The formation of this type of contrast is a signature of the presence of significant stress [108]. Since the (200) direction is perpendicular to the growth axis, we therefore visualize the deformation field along z, e.g. the distortion between reticular planes parallel to the surface. The observed
contrasts seem indeed to confirm that the nitride film imposes its stress to the SiO\textsubscript{2}/Si\textsubscript{3}N\textsubscript{4} ensemble.

The regions uniformly capped with a (Si\textsubscript{3}N\textsubscript{4}+SiO\textsubscript{2}) bilayer exhibit a good thermal stability. The PL spectrum of Figure 26(a) shows that the QW PL peak is blueshifted after annealing by less than 3 meV compared to a reference sample and does not suffer any broadening. We confirm once again the good encapsulating properties of uniform Si\textsubscript{3}N\textsubscript{4} films even when covered with a thick SiO\textsubscript{2} layer.

The regions uniformly capped with SiO\textsubscript{2} after the complete etching of the Si\textsubscript{3}N\textsubscript{4} layer are strongly interdiffused. The PL spectrum of Figure 26(b) shows that the QW PL peak is blueshifted by more than 140 meV up to an energy of 1.91 eV, which is slightly lower than the emission of the thick Al\textsubscript{0.33}Ga\textsubscript{0.67}As alloy barriers. The emission of the interdiffused material is broadened and the PL intensity is lowered by a factor of 10 after interdiffusion. These results suggest a quasi-complete mixing accompanied by the formation of residual defects which are never observed when the homogeneous SiO\textsubscript{2} layer is directly deposited on the surface (with no pre-deposition of Si\textsubscript{3}N\textsubscript{4} and RIE, as in Section 4.2). It thus seems that the defects generated during the RIE process can interact with the V\textsubscript{Ga} generated during annealing under the SiO\textsubscript{2} film, leading to an interdiffusion process of lower quality. These conclusions are confirmed by XTEM observations. Figure 28 is a DF (200) XTEM micrograph of a large area uniformly capped with SiO\textsubscript{2}. The horizontal arrow indicates the position of the original QW which is no longer visible due to the strong interdiffusion induced in the sample. Some defects can be seen under the SiO\textsubscript{2}/GaAs interface. Such defects are never observed when the SiO\textsubscript{2} layer is directly deposited onto the surface, and thus appear to be a consequence of the technological steps preceding SiO\textsubscript{2} deposition, mainly, the RIE of the Si\textsubscript{3}N\textsubscript{4} thin film.

The situation after annealing varies as a function of the type of array considered. For arrays of wide Si\textsubscript{3}N\textsubscript{4} strips (>260 nm), we observe an intense PL peak which is blueshifted compared to the reference QW PL emission (see Figure 26(c)). This blueshift increases for decreasing size of Si\textsubscript{3}N\textsubscript{4} strips (60 meV for 400 nm-wide strips and 75 meV for 290 nm-wide strips, as can be seen in Table 4). Another weak emission is observed at higher energy (1.86 eV in Figure 26(c)). The position of this peak depends strongly on the pattern geometry. A very weak signal at an energy of 1.91 eV, very similar to the one obtained under large SiO\textsubscript{2}-capped regions, is also sometimes detected. In order to fully interpret the origin of these emissions, XTEM analysis of this type of array was performed. Figure 29 is a typical DF (200) image of a 1 \textmu m-wide Si\textsubscript{3}N\textsubscript{4} strip from an array of period 3 \textmu m. The QW turns out to have completely disappeared under the SiO\textsubscript{2}-capped regions. In addition, defects have been generated under the SiO\textsubscript{2}/GaAs interface, as observed in the regions uniformly capped with SiO\textsubscript{2} (see Figure 28). The very weak
Fig. 28. XTEM (DF 200) micrograph obtained after annealing on a region uniformly capped with SiO₂. The vertical arrow points at the SiO₂/GaAs interface while the horizontal one indicates the depth position of the initial QW.

Fig. 29. XTEM (DF 200) micrograph obtained after annealing on a 1 μm-wide Si₃N₄ strip covered with SiO₂. The vertical arrow indicates the surface of the semiconductor and the inclined one points at the position of the QW. The contrasts of the bordered QW are still visible below the Si₃N₄ but disappear in the adjacent areas.

PL peak at an energy of 1.91 eV can thus been attributed to those highly interdiffused regions. In contrast, the bordered QW is perfectly visible under the Si₃N₄ strips as indicated by the inclined arrow in Figure 28. However, the interdiffusion presents a lateral extent of 150 nm under the Si₃N₄ strips. In this situation, where Si₃N₄ is deposited first and subsequently capped with SiO₂, the interdiffused regions are normally located under the SiO₂-capped areas. The interdiffusion is fairly isotropic, with a lateral interdiffusion length as large as 150 nm. The PL peak on the low energy side of the spectrum thus emanates from those partially protected regions located below the Si₃N₄ strips. Due to lateral interdiffusion effects, it is not surprising to observe an increasing blueshift of the QW PL peak when the size of the Si₃N₄ strips is reduced. Moreover, due to the high value of the lateral interdiffusion length (150 nm) the regions of the QW located under the Si₃N₄ cannot be completely protected from interdiffusion effects even for Si₃N₄ strips as wide as 400 nm.
Fig. 30. XTEM (DF 200) micrograph obtained after annealing on an array of 60 nm-wide Si$_3$N$_4$ strips covered with SiO$_2$ at a period of 1 $\mu$m. The vertical arrow indicates the surface of the semiconductor and the horizontal one points at the position of the QW. The contrasts of the bordered QW are not visible, attesting for a non selective interdiffusion.

The weak PL signal observed at an energy intermediate (at 1.86 eV in Figure 6c) between the emissions corresponding to the Si$_3$N$_4$-capped regions and the interdiffused SiO$_2$-capped regions, can possibly be attributed to this large transition region of intermediate mixing rate extending from the edge of the SiO$_2$ strips towards the Si$_3$N$_4$ strips.

For Si$_3$N$_4$ strips of nanometric dimension (<200 nm), only one PL peak at an energy around 1.92 eV can be observed (see Figure 26(d)). It thus seems that in this case the QW is uniformly interdiffused. This is confirmed by XTEM observation. Figure 30 presents a DF (200) image of an array of 60 nm-wide Si$_3$N$_4$ strips and period 1 $\mu$m. The horizontal arrow indicates the position of the original QW which has been completely interdiffused under the large SiO$_2$-capped regions as well as under the narrow Si$_3$N$_4$ strips. The regions capped with SiO$_2$ still exhibit some defects under the SiO$_2$/GaAs interface while the adjacent Si$_3$N$_4$/GaAs interface is defect-free. In this specific configuration of dielectric layers, the isotropic character of the induced interdiffusion leads to a quasi-complete interdiffusion of the QW under Si$_3$N$_4$ strips of dimension smaller than twice the lateral interdiffusion length.

In summary, coupled PL and XTEM experiments give the following indications for this configuration of dielectric layers where the Si$_3$N$_4$ film is deposited first. In this case, interdiffusion proceeds normally, i.e. the spatial localization of interdiffused regions under patterned structures can be properly deduced from the behavior observed under uniform capping layers. The Si$_3$N$_4$-capped regions are protected from the interdiffusion while the regions covered with SiO$_2$ are strongly mixed. The deposition of a thick SiO$_2$ layer on top of the Si$_3$N$_4$ thin film does not affect the inert encapsulating property of Si$_3$N$_4$. The interdiffusion process occurring in arrays of Si$_3$N$_4$ strips is isotropic with a lateral interdiffusion length of 150 nm. Defects are
formed under the SiO₂/GaAs interface, likely resulting from the RIE process preceding the deposition of the SiO₂ film.

4.4 Vacancy Diffusion Under Stress

In all experiments reported in this paper, stimulation of thermal interdiffusion by SiO₂ capping can unambiguously be attributed to an impurity-free vacancy diffusion mechanism. In our structures, a GaAs cap layer was systematically grown by MBE on top of the semiconductor. Furthermore, the quality of the MBE growth guarantees the absence of any trace of Al close to the GaAs/SiO₂ interface. Moreover, careful XTEM observations of our deposited dielectric layers indicate the complete absence of any pinholes in the SiO₂ and Si₃N₄ films used for this study, when the layers are uniformly deposited as well as when patterned structures are built. For all these reasons, the observed interdiffusion in our samples is the consequence of the generation of an excess concentration of $V_{Ga}$ in the semiconductor. The spatial distribution of the intermixing will therefore reflect the way by which $V_{Ga}$ diffuse from the surface region where they are generated to the region of the QW heterostructure where they enhance Ga-Al interdiffusion. An interdiffusion model based on the elastic interaction existing between the created vacancies and the macroscopic stress field imposed on the semiconductor by the capping layer was proposed in Section 2.5. On the basis of this simple model, we now give an interpretation of the experimental results obtained in these SiO₂/Si₃N₄ patterning experiments.

4.4.1 Patterned silicon dioxide coated with silicon nitride

In large areas uniformly covered with a (SiO₂+Si₃N₄) bilayer disordering was found to be inhibited due to the Si₃N₄ top layer. Such an effect had been previously reported by Guido et al. [28], but in a completely different context where the enhanced interdiffusion mechanism was attributed to IILD due to the pinholes of the SiO₂ capping layer. The authors claimed that the role of the Si₃N₄ capping layer was to seal the SiO₂ pinholes from the influence of the arsenic ambient that would otherwise promote the penetration of Si inside the semiconductor. Such an interpretation cannot be retained to account for the present experiments since our dielectric layers show no pinholes. We believe that the observed inhibition of impurity-free layer disordering is mainly due to the different stress state imposed on the semiconductor surface when the SiO₂ layer is covered with Si₃N₄. Indeed, as can be seen in Figure 21, the surface of the semiconductor is in a tensile state at the annealing temperature for a (SiO₂ + Si₃N₄) capping layer. This effect is due to the top Si₃N₄ layer which, by compressing the SiO₂ layer, puts the semiconductor under tension. The effect of the Si₃N₄ top layer is thus to inverse the stress state in the semiconductor
below the SiO₂/GaAs interface. The SIMS studies performed on different SiO₂ layers deposited by various techniques presented in Section 2 have shown that the pumping of Ga by SiO₂ could not be correlated to the stress state of the capping layer. We thus assume that the generation of \( V_{Ga} \) under the SiO₂/GaAs interface upon heating is fairly systematic and is not affected by the stress. Under (SiO₂ + Si₃N₄) capping, \( V_{Ga} \) are injected in a tensile region which is not favourable to their penetration. Instead of distributing uniformly deep inside the semiconductor, like in the case of SiO₂ capping alone, they agglomerate rapidly in the near surface region of the semiconductor. The \( V_{Ga} \) trapped below the SiO₂/GaAs interface are no longer available to help in the interdiffusion process which is therefore inhibited. In other words, we think that the stress field has no influence on the Ga pumping by the SiO₂ layer but affects drastically the diffusion of the generated \( V_{Ga} \). We attribute the extended defects observed by XTEM (see Figure 23) just below the SiO₂/GaAs interface to those agglomerated \( V_{Ga} \).

For the micrometric arrays of wide Si₃N₄ strips with wide adjacent (SiO₂ + Si₃N₄)-capped regions, \( V_{Ga} \) are still injected under the SiO₂/GaAs interface only, because the nitride film is not porous to Al, Ga nor As. At the annealing temperature, the semiconductor is in a tensile stress under the SiO₂/GaAs interface. This tensile stress induces a rapid trapping of the \( V_{Ga} \) which inhibits layer disordering in the (SiO₂ + Si₃N₄)-capped regions. However, the adjacent regions capped by a thin Si₃N₄ film are under a high compressive stress. This lateral stress gradient attracts some of the \( V_{Ga} \), initially generated below the SiO₂ layer, under the Si₃N₄ strips. The \( V_{Ga} \) diffusion is thus completely anisotropic: a driving force rapidly drains some vacancies laterally in the compressive regions where they can distribute quite uniformly in depth. A wind of vacancies blowing laterally from the SiO₂-capped regions towards the Si₃N₄-capped regions is generated in the semiconductor surface by the stress field gradient. After fast redistribution of the \( V_{Ga} \), this stress is partially relaxed and a quasi-equilibrium state is reached in the structure. Interdiffusion can then proceed at a slower rate governed by the isotropic diffusion of the vacancies around their sites, which stimulates Ga-Al atomic exchanges at the heterointerfaces. Layer disordering thus unexpectedly occurs below the Si₃N₄ strips with some lateral interdiffusion length. The observation in XTEM of a transition region (of ~ 200 nm) between the non-interdiffused QW and the completely mixed QW, extending from the edges of the patterned SiO₂ layer towards the Si₃N₄ strips, is to our mind a signature of the lateral diffusion of the \( V_{Ga} \) under a transport force. Indeed, the vacancies are first drained laterally below the semiconductor surface towards the centre of the Si₃N₄ strips, and then distribute in the depth to accommodate the stress in the material. Finally, the interdiffusion process takes place with some lateral extent giving rise to the transition region of intermediate mixing rate. Clearly not all the vacancies generated below the
Silicon dioxide/Gallium arsenide interface are drained towards the silicon nitride-capped regions and many of them remain below the silicon dioxide/Gallium arsenide interface where they agglomerate as seen in XTEM (see Figure 24).

For the nanometric arrays of smaller dimensions, different situations slightly departing from the previous description can be encountered. The observed intermixing behavior depends strongly on the geometry of the patterns. When the (silicon dioxide + silicon nitride) strips are too narrow, the number of vacancies generated is small and the induced interdiffusion below the adjacent silicon nitride strips is reduced. Moreover, due to the lower density of trapped vacancies, the PL signals are generally higher. The lateral stress gradient is also highly dependent on the pattern geometry and the laterally-driven diffusion of the generated vacancies can be affected. This complex situation globally leads to a weak layer disordering with small modulations across the different capped areas of one array, especially when the sizes of the structures are comparable with the lateral interdiffusion length of the process (~200 nm), as observed through PL and XTEM analysis.

4.4.2 Patterned Silicon Nitride Coated with Silicon Dioxide

Regions uniformly capped with silicon dioxide after the etching of the pre-deposited silicon nitride thin film are strongly intermixed. However, XTEM observations indicate the formation of some defects below the silicon dioxide/Gallium arsenide interface which are never observed when the silicon dioxide layer is directly deposited on a clean surface. As can be seen in Figure 25, a compressive stress is generated at elevated temperature in the semiconductor below the silicon dioxide film. The uniform depth distribution of the generated vacancies can thus take place, and strong interdiffusion is induced. However, the RIE process preceding the silicon dioxide deposition contributes to the formation of trapping centers for the generated vacancies during the annealing under the silicon dioxide film. As opposed to the case of a clean silicon dioxide/Gallium arsenide interface where the vacancies generated by the pumping of Ga atoms by silicon dioxide are free to quickly diffuse inside the semiconductor, due to RIE-induced point defects and roughness, some generated vacancies are trapped below the silicon dioxide/Gallium arsenide interface, as can be seen by XTEM (see Figure 28) and are ineffective for the interdiffusion process. The result is a mixing of lower quality with a loss of PL signal and some lateral non-uniformity.

In the case of arrays of silicon dioxide strips with adjacent (silicon nitride+silicon dioxide) strips, the vacancies are only generated in the regions directly covered with silicon dioxide. As can be seen in Figure 25, the surface of the semiconductor is under compressive stress during anneal, under the silicon dioxide strips as well as in the adjacent regions. The fast diffusion of the vacancies towards depth can thus take place, but in this case there is no strong lateral stress gradient likely to drain laterally the vacancies. In the absence of noticeable lateral stress gradient the vacancies distribute...
in a quasi-isotropic fashion. After this fast redistribution of the \( V_{Ga} \), a quasi-equilibrium state is reached and interdiffusion can proceed. According to this description, interdiffused regions are thus logically located below the SiO\(_2\) strips where the \( V_{Ga} \) are initially formed. Moreover, it is not surprising to observe a lateral extent of the interdiffused region as large as 150 nm below the (Si\(_3\)N\(_4\)+SiO\(_2\)) strips, due to the isotropic character of the \( V_{Ga} \) diffusion, related to the absence of noticeable lateral stress gradient at the annealing temperature.

4.4.3 Conclusions on intermixing selectivity

A qualitative model for the impurity-free intermixing of GaAs/GaAlAs QW structures induced by SiO\(_2\)/Si\(_3\)N\(_4\) encapsulation has been proposed. Despite its simplicity, this model has the merit of underlining the major role played by stress on the diffusion of \( V_{Ga} \), which are the point defects responsible for the enhancement of the thermal interdiffusion. Stress-enhanced Al-Ga interdiffusion has been previously reported [27] in Si\(_3\)N\(_4\) strips patterned together with SiO\(_2\), where dumbbell disordered regions were observed at the edges of the Si\(_3\)N\(_4\) strips. However no clear interpretation of this result was proposed involving the influence of stress on defect diffusion. In our experiments, the layer disordering is unambiguously induced by an impurity-free mechanism due to the generation of excess \( V_{qci} \). The spatial distribution of the interdiffused regions thus intimately reflects the way these vacancies diffuse inside the semiconductor under the influence of stress. We show that although a tensile stress state in the SiO\(_2\) layer is not essential for \( V_{qci} \) creation, a high quality impurity-free intermixing under SiO\(_2\) capping is only possible when the semiconductor surface is under compressive stress due to the elastic interaction of the \( V_{Ga} \) with the imposed stress field. Moreover, our experimental results support the idea that the localization of the disordered regions closely matches the regions under high compressive stress. When a strong lateral stress gradient is induced in the semiconductor, the \( V_{Ga} \) can be drained laterally from their site of creation towards the regions of highest compressive stress. This spectacular effect explains qualitatively the behavior observed in arrays of Si\(_3\)N\(_4\) strips with adjacent (SiO\(_2\)+Si\(_3\)N\(_4\)) strips where the disordering unexpectedly occurs below the Si\(_3\)N\(_4\) strips. Our model gives the framework for understanding why opposite behaviors are observed when the SiO\(_2\) film is patterned first and covered with Si\(_3\)N\(_4\) and when the Si\(_3\)N\(_4\) film is patterned first and then covered with SiO\(_2\).

More quantitative predictions of our model are rather delicate. To begin with, a 3D calculation of the stress field under the patterned structures at the annealing temperature is required. Such types of calculations are now
available stress-induced \cite{93,107}. Then, the 3D resolution of the diffusion equation under a stress-induced driving force must be implemented. The input of this calculation is the gradient of the elastic interaction energy between the $V_Ga$ and the stress field. This gradient obviously depends on the stress field distribution, but little is known in the literature on reasonable numerical values \cite{78}. However, if we consider the homogeneous stress field in the nitride layer (3.5 GPa) applied to the typical volume occupied by a vacancy (roughly, the atomic volume), we find an energy around 0.4 eV. This crude estimation simply suggests that the effect of the elastic interaction on the $V_Ga$ diffusion is far from being negligible. Moreover, under $V_Ga$ injection, the stress field is modified due to its partial relaxation. Consequently, the gradient of the elastic interaction energy changes upon time until a quasi-stationary equilibrium regime is reached. Once the steady concentration of $V_Ga$ is determined, the enhancement of interdiffusion can then be calculated by various ways \cite{34,46}. The above inventory of the different steps required to fully simulate the induced disordering in the presence of patterned encapsulating layers, gives an idea of the difficulties involved in going beyond a simple qualitative description of the observed behavior.

In both patterning configurations, selective interdiffusion was demonstrated. However for both situations the lateral interdiffusion length was quite substantial (200 nm and 150 nm). We thus believe that this kind of combined patterning is not able to produce laterally-confined structures by selective interdiffusion.

5 CONCLUSION AND APPLICATION DOMAINS

The results we presented bring new light to the understanding of the mechanisms responsible for the enhancement of Ga-Al interdiffusion in SiO$_2$-capped GaAs/AlGaAs heterostructures during high temperature anneals. We show that higher density and purity SiO$_2$ films which can be obtained by RTCVD induce intense, homogeneous, and impurity-free intermixing of QWs with good reproducibility. In comparison, the other dielectric deposition techniques that we tested for this study (PECVD, UVCVD and RF-sputtering) give rise to spatial inhomogeneities and can lead to a significant degradation of the material’s electronic properties. These drawbacks appear to be directly related to the poorer quality of the SiO$_2$/GaAs interface obtained via these processes. We have identified the main interdiffusion mechanism to be the quasi-instantaneous generation of excess Ga vacancies under the SiO$_2$/GaAs interface, resulting from the fast pumping of Ga atoms by the SiO$_2$ film during high temperature anneal, and their rapid diffusion inside the heterostructure where they can then promote
Ga-Al exchanges at the heterointerfaces. We also give evidence for the sponge-like behavior of the oxide layer, which quasi-instantly absorbs Ga up to its solubility limit, the latter increasing slightly with temperature.

In contrast with Ga ion implantation-enhanced intermixing, SiO$_2$ capping-induced intermixing does not give rise to extended residual defects which degrade the electronic properties, but instead offers great homogeneity both in depth (uniform interdiffusion of MQW structures is obtained) and in the lateral direction (QWs still show in their PL spectra a memory of their initial one-monolayer thickness variations). To account for all these unique properties, we propose a qualitative interdiffusion model based on the fast V$_{Ga}$ diffusion towards depth driven by the thermal stress field imposed on the semiconductor by the SiO$_2$ film.

We demonstrated that our optimized RTCVD SiO$_2$ intermixing technique could be spatially localized on a length scale compatible with the lateral confinement of carriers into QWRs. Double barrier GaAs/AlGaAs QWRs are spontaneously fabricated with this process. For the first time using a selective interdiffusion technique, signatures of the lateral confinement of carriers inside quantum wires have been observed in PL, PLE and linear polarization analysis.

A qualitative interdiffusion model directly involving the effect of the stress field upon vacancy diffusion that successfully accounts for the high lateral resolution achievable with this technique when narrow trenches are etched at relatively large periods (>800 nm) was proposed. Evidence of this stress-dependent vacancy diffusion could also be observed in selective intermixing experiments carried out through the combined use of Si$_3$N$_4$ and SiO$_2$ encapsulation layers, and brings additional support to this simple model.

The high quality selective interdiffusion induced by SiO$_2$ capping make it an attractive alternative to widely-used ion implantation for various applications. Most particularly, SiO$_2$ encapsulation appears as a better candidate for the fabrication of such highly sought-after active devices as quantum wire lasers.

Moreover, our work clearly demonstrates that point defects such as V$_{Ga}$ can be piloted by the stress field imposed on the semiconductor by patterned capping layers. This effect can be generalized to other kinds of point defects. For instance, large interstitial atoms can be drained towards tensile regions in order to accommodate the stress. By making it possible to intentionally move identified deleterious defects away from the active region of a device during annealing, this kind of effect opens new perspectives inside the area of diffusion and defect engineering and its application to the fabrication of optoelectronic devices.

Beyond these potential applications, SiO$_2$ capping-induced intermixing also turned out to be a unique experimental tool to investigate diffusion mechanisms and dynamics under stress in III-V compounds.
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1 INTRODUCTION

The multiple quantum well (MQW) structure is a good candidate to monolithically integrate lasers and waveguides for realizing photonic integrated circuits (PICs). For such an application, certain types of techniques are needed to define different bandgaps at the active and the passive part of the PICs. Quantum well disordering (QWD) techniques [1–13] have been used to locally disorder the MQW structure without any regrowth and/or selective growth step. Since the disordering of MQW results in a blue shift in bandgap and changes in refractive index near bandgap, these techniques can be used to fabricate lasers and waveguides monolithically with only one-step epitaxial growth [14–17].

There have been several techniques to selectively disorder III-V compound semiconductor QW structures such as impurity induced disordering [1,2], laser induced disordering [3], ion implantation disordering [4,5], and dielectric cap quantum well disordering [6–13] (DCQWD). Among these techniques, since DCQWD technique introduces much lower optical
losses compared to the impurity induced disordering and ion implantation techniques which give high optical losses due to high number of defects and high doping concentrations introduced during the disordering process, this technique is thought to be better suited for fabricating high performance optical waveguide devices.

Recently, DCQWD technique has been used to fabricate laser diodes and photonic integrated circuits (PICs) [6,16,17], without any regrowth steps by disordering its structure selectively. Many dielectric films have been used to enhance QWD and to prevent QWD in DCQWD technique for the fabrication of LDs and PICs. SiO₂ [6,8] has been widely used as a capping layer to promote QWD, otherwise SiN [6], SrF₂ [9] and WNₓ [10] have been used to prevent QWD in DCQWD technique. Since a SiO₂ capping layer induces a relatively larger blue shift than a SiN capping layer in a GaAs/AlGaAs QW system, SiO₂ is generally used to promote QWD while SiN is used as a mask to prevent QWD under the capped areas of QW [6]. The difference of degree of QWD between SiO₂ capped QWD and SiN capped QWD is thought to be a result of the difference Ga out-diffusion from GaAs into SiO₂ capping layer and into SiN capping layer during thermal annealing [18].

Although, for the fabrication of PICs with DCQWD technique, SiN capping layer has been proposed to be used as a mask to prevent QWD, it has been shown that SiN capping layer can enhance QWD in GaAs/AlGaAs QW system [6,11,12]. It also has been shown that the degree of QWD caused by the SiN capping layer is dependent on the film quality and/or the film growth process [11,12]. Therefore, if an optimum film growth condition could be found by varying the process condition, selective QWD can be achieved with the same dielectric capping material without surface degradations, which should be accompanied in the disordering process without an encapulation during thermal treatment.

There are various film growth techniques for DCQWD, such as chemical vapor deposition (CVD) technique [19], e-beam evaporation technique [20–22], sputtering technique [8], and plasma enhanced chemical vapor deposition (PECVD) technique [6,11,12], which can deposit SiN and/or SiO₂ films on a QW substrate. Among these technique, PECVD technique is a low-temperature process technique and offer films with a low damage, a high adhesion and lower stress than those grown by thermal CVD. The characteristics of film deposited by PECVD technique can be varied by varying process conditions, such as substrate temperature, the ratio of reactant gas and RF power [23]. In this study, PECVD-grown SiN was used to study the dependence of DCQWD on the characteristics of dielectric capping layer because it can promote QWD and its characteristics can be well controlled by controlling the growth condition.

In this article, the dependence of DCQWD on the characteristics of dielectric capping layers is mainly described, especially for GaAs/AlGaAs
MQW structure when PECVD-grown SiO₂ and SiN film are used as capping layers. The main topic of this article is described in section 3. The following section 2 describes the calculation of well shapes and quantized energy level of disordered QW structure. This kind of calculation is essential to compare the degree of QWD at each process condition. Section 3 describes DCQWD by using PECVD grown dielectric film and its dependence on the characteristics of dielectric film, which is determined by film growing condition. In this article, such dependence is studied with PECVD grown SiN. To study the usefulness of DCQWD technique, DCQWD of low-temperature grown GaAs capped MQW structure was carried out and described in section 3.1. In section 4, the photogenerated carrier lifetime in disordered MQW structure by DCQWD technique is described. Finally the summary is presented in section 5.

2 ENERGY LEVEL CALCULATION OF INTERDIFFUSED QW STRUCTURE

Quantum well disordering has been explained by the interdiffusion of constituent atoms. In GaAs/AlGaAs QW system, QWD is thought to be induced by Al-Ga interdiffusion. Since Al diffusion from AlGaAs barrier into the GaAs well does not affect lattice parameters, the intermixed quantum well potential just follows the Al mole fraction. With an assumption of a constant concentration, the solution of Al diffusion can be expressed by the combination of error functions [9]. After a thermal treatment, the concentration of Al in the MQW region can be expressed [24] as

\[ C(z, t) = C_o \left( 1 - \frac{1}{2} \sum_{n=0}^{m-1} \text{erf} \left( \frac{z - nL_w - nL_b}{2L_d} \right) + \text{erf} \left( \frac{(n + 1)L_w + nL_b - z}{2L_d} \right) \right), \]

where erf is the error function, \( C_o \) is the initial concentration of Al, \( t \) is the diffusion time, \( L_b \) is the barrier width, \( L_d (= \sqrt{Dt}) \) is the diffusion length and \( D \) is the diffusion coefficient. By using this equation one can calculate the Al concentration and the corresponding intermixed quantum well potential profile for arbitrary different diffusion lengths. We obtained the Al concentration for different values of diffusion length. As the diffusion length increases, the shape of MQW is changed from square type to non-square type as shown in Figure 2. The Schrödinger equation is then solved numerically for quantized energy levels of electron and holes by using the intermixed quantum well potential profile. In our study, Schrödinger equation
Fig. 1. MQW structure used for quantum well disordering.

Fig. 2. Al mole fraction within MQW after Al-Ga interdiffusion.
was solved by using finite difference method [9,24] for the calculation of subband energy in the interdiffused MQW.

Figure 1 shows the GaAs/AlGaAs MQW structure used in our study. As the Al-Ga interdiffusion increases, the well shape is deformed to non-square type according to equation (1). Figure 2 shows the Al profile in the MQW structure after Al-Ga interdiffusion with finite interdiffusion lengths. As shown in Figure 2, the MQW structure is changed to bulk AlGaAs layer when the diffusion length becomes larger than 50 Å. For the calculation of transition energy shift due to Al-Ga interdiffusion in MQW region, at first, the lowest subband energies of electrons and heavy holes were calculated with and without Al-Ga interdiffusions. The transition energies of square MQW and interdiffused MQW can be calculated by considering the Al mole fraction at the bottom of both structures. The excitonic effect was ignored in this calculation. The material parameters [26] used in the calculation of transition energy is summarized in Table 1.

Figure 3 shows the calculated transition energy shift as a function of diffusion length for our MQW structure. We used this kind of graph to get the diffusion length and corresponding diffusion coefficient from the transition energy shift obtained in the experiment. In our study, we assumed that the calculated transition energy reveals the QW peak energy obtained in PL measurement for the calculation of interdiffusion coefficient at each experiment. Total intermixing is occurred when transition energy shift is greater than 90 meV, i.e diffusion length is larger than 50 Å, in our MQW structure when considering the diffusion profiles in Figure 2.

In general, it is not easy to get exactly the same transition energy of designed square MQW from the PL measurement of epi-structure, because of difficulties in controlling growth system. If we ignore the excitonic effect on the transition energy obtained from PL measurement, this kind of difference may come from slight miscontrol of Al mole fraction of barrier and/or the well thickness during growth, though it depends on growth system. Since transition energy shifts by QWD depend on the composition of barrier and well width, it is very important to determine the exact parameters of MQW in order to get exact diffusion length. This kind of consideration is very

<table>
<thead>
<tr>
<th>Material Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron mass</td>
<td>0.0667 + 0.0835x</td>
</tr>
<tr>
<td>Heavy hole mass</td>
<td>0.34 + 0.412x</td>
</tr>
<tr>
<td>Bandgap (eV)</td>
<td>1.424 + 1.247x</td>
</tr>
<tr>
<td>Valence and conduction band offset ratio</td>
<td>40%:60%</td>
</tr>
<tr>
<td>Temperature dependence of bandgap</td>
<td>1.519 - 5.405 × 10^{-4}T^2 \ (204+T)^{-1}</td>
</tr>
</tbody>
</table>
important to determine the diffusion coefficient when short time thermal treatment, such as rapid thermal annealing (RTA), is used for QWD.

3 DCQWD BY USING PECVD GROWN DIELECTRIC FILM

3.1 DCQWD of Low Temperature Grown GaAs Capped QW Structure

The low-temperature grown (LT) GaAs has also been used as a vacancy source to promote QWD [28,29]. One can easily think of the combination of LT-GaAs capping layer and dielectric capping layer in vacancy induced QWD technique. In order to study this kind of combination, DCQWD technique was applied to LT-GaAs capped MQW structure.

The GaAs/AlGaAs MQW structures used in this study were grown by MBE on semi-insulating GaAs substrates without any intentional doping. Two samples were prepared for a comparison, whereas one with 100 nm thick normal temperature grown (NT) GaAs cap layer and the other with 100 nm thick low temperature grown (LT) GaAs cap layer on top of MQW structure. The schematic diagram of MQW structures is shown in Figure 4. All structures were grown at 600°C except for LT-GaAs epilayer, which was grown at 200°C. After a 300 nm thick SiO₂ was deposited on each sample by PECVD, RTA was performed at temperatures ranged from 900°C to 1000°C.
for 30 sec without any GaAs proximity cap under the Ar atmosphere. For a comparison, both samples were thermally treated without SiO\textsubscript{2} capping layer. In this case, GaAs proximity cap was used to protect sample surface. The samples were then characterized by PL measurements at 9°K.

In all samples, it was observed that the full width at half maximum (FWHM) of the PL spectrum increases compared to that of the virgin sample. This may be due to the reduction of quantum confinement and the variation of quantum well width [13,27]. The PL peak shifts are summarized in Figure 5 with respect to RTA temperature. Without SiO\textsubscript{2} capping layer, poor surface was obtained because of desorption of As after RTA in our experimental condition, though GaAs proximity cap layer was used. Though there was no report about As desorption in the experiment of Tsang et al.’s [28], As desorption might be occured in our experiment because of higher RTA temperature than theirs. In our experiment desorption related defects might induce QWD. Though GaAs proximity cap could not protect desorption of constituent atoms from the sample surface perfectly, it could supply a certain number of constituent atoms to sample surface. Thus the total number of desorption related defects finally will be saturated at equilibrium, which gave saturation behavior in energy shift for NT-GaAs capped case as seen in Figure 5. In contrast, energy shifts for LT-GaAs capped samples exhibit about 32 meV at all temperature as seen in Figure 5. It might be thought

---

**Fig. 4.** Sample structure of NT/LT GaAs capped MQW sample.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>NT/LT GaAs</td>
<td>100 nm</td>
</tr>
<tr>
<td>Al\textsubscript{0.4}Ga\textsubscript{0.6}As</td>
<td>300 nm</td>
</tr>
<tr>
<td>Al\textsubscript{0.2}Ga\textsubscript{0.8}As</td>
<td>40 nm</td>
</tr>
<tr>
<td>4 X GaAs(7 nm)/Al\textsubscript{0.2}Ga\textsubscript{0.8}As(10 nm)</td>
<td></td>
</tr>
<tr>
<td>Al\textsubscript{0.2}Ga\textsubscript{0.8}As</td>
<td>40 nm</td>
</tr>
<tr>
<td>Al\textsubscript{0.4}Ga\textsubscript{0.6}As</td>
<td>300 nm</td>
</tr>
<tr>
<td>GaAs Buffer</td>
<td></td>
</tr>
<tr>
<td>S.1. Sub.</td>
<td></td>
</tr>
</tbody>
</table>
that the desorption can be easily occured in LT-GaAs cap layer than in NT-GaAs cap layer because of its poor crystal quality.

In contrast, with SiO₂ capping layer, very good surfaces were obtained after RTA treatment. Thus in SiO₂ capped case, QWD can be thought to be induced by the vacancies in LT-GaAs and/or SiO₂. As seen in Figure 5, SiO₂ capping layer enhances the QWD in all temperatures, compared to the energy shifts without SiO₂ capping layer for both LT-GaAs capped sample and NT-GaAs capped sample except for NT-GaAs capped sample at 900 °C. One can also see larger energy shifts for LT-GaAs capped samples than that for NT-GaAs capped samples, on which SiO₂ films were capped. As reported by Tsang et al. [28], LT-GaAs cap layer acts as a vacancy source. Therefore the total number of vacancies in LT-GaAs capped sample is larger than that of NT-GaAs capped sample when same thickness of SiO₂ capping was used. Since more vacancies induce larger energy shift [8,12], LT-GaAs capped sample exhibits larger energy shift at the same temperature when the same thickness of SiO₂ was capped.

The diffusion coefficients were calculated from the energy shifts by solving the potential profile induced by the interdiffusion and Schrödinger equation described in section 2. The temperature dependence of interdiffusion coefficient can be described by

$$D(T) = D_0 \exp \left[ \frac{-E_A}{K_B T} \right],$$  \hspace{1cm} (2)
where $E_A$ is the activation energy, $K_B$ is Boltzmann constant, $T$ is the absolute temperature. Figure 6 shows the Arrhenius plots of interdiffusion coefficient for LT-GaAs capped samples and for the NT-GaAs capped samples, when SiO$_2$ capping layer was used. As clearly seen in Figure 6, the data of NT-GaAs capped sample were nicely fitted to give an activation energy of 3.4 eV. This activation energy of 3.4 eV is smaller than the value, 3.8 eV, reported by Ralston et al. [20], who used e-beam evaporated SiO$_2$ as a capping layer. As reported by Tsang et al. [28], the interdiffusion by LT-GaAs cap layer gave an activation energy of 4.04 eV. So PECVD grown SiO$_2$ capping film can enhance interdiffusion, compared to LT-GaAs cap layer as a vacancy source.

The interdiffusion coefficient of LT-GaAs capped sample is larger than that of NT-GaAs capped sample at each temperature. This can be explained by the difference of total number of vacancies in two samples as explained above. Moreover, LT-GaAs capped sample has thinner top layer on MQW structure than NT-GaAs capped sample because LT-GaAs cap layer acts as a vacancy source. The activation energy from LT-GaAs capped samples with SiO$_2$ capping is 4.7 eV. Although LT-GaAs capped samples with SiO$_2$ capping has two vacancy sources, vacancy indiffusion might depend on the LT-GaAs cap layer. Thus 4.7 eV of activation energy may largely reveal the characteristics of LT-GaAs cap layer as a vacancy source. In this case, the activation energy of 4.7 eV is larger than 4.04 eV reported by Tsang et al. [28]. It is thought that this
may come from the different LT-GaAs growth condition which determines the quality of LT-GaAs [31–33]. Therefore this larger activation energy of LT-GaAs capped sample also conforms that PECVD grown SiO₂ capping film enhance interdiffusion when compared to LT-GaAs cap layer as a vacancy source.

The interdiffusion coefficient of NT-GaAs capped sample with SiO₂ capping is nearly the same at all temperatures when comparing our results with the results of Tsang et al.’s [28] by using their temperature dependence of interdiffusion coefficient, $D(T)$. The thicknesses of the top layer on QW are 440 nm in our structure and 25 nm in Tsang et al.’s. Therefore one can easily conclude that our 300 nm thick SiO₂ vacancy source induces larger intermixing than their 100 nm thick LT-GaAs vacancy source. Moreover the interdiffusion coefficient of LT-GaAs capped samples with SiO₂ capping is nearly an order of magnitude higher than Tsang et al.’s.

As described in detail, SiO₂ capping layer not only preserves sample surface fairly well but also induces QWD. In addition, larger energy shift was obtained when SiO₂ capping layer was used over the LT-GaAs capped sample. Since thicker LT-GaAs layer also induces larger energy shift [29], this combined technique can be used to get selective QWD which is very useful for the fabrication of optoelectronic devices.

3.2 Dependence on the Film Growing Condition

Dielectric capping layer acts as a vacancy source to induce the outdiffusion of constituent atoms in DCQWD technique. Thus the degree of QWD depends on the film quality which is dependent on growth conditions. The properties of SiN film prepared by PECVD method depend on the growth parameters including reactant gas ratio, gas flow rate, background pressure, substrate temperature, RF power and geometric configuration of the reactor chamber [34–37]. Thus PECVD-grown SiN is one of the good candidates to study the dependence of DCQWD on the characteristics of dielectric capping layer. In order to find which growth parameters affect DCQWD, several SiN films were grown on MQW structures by varying PECVD growth parameters such as growth time, RF power and gas flow rates.

We used a GaAs/AlGaAs MQW laser structure which was grown by metal organic chemical vapor deposition (MOCVD) method on a Si-doped n⁺ GaAs substrate. The vertical structure of the MQW substrate is shown in Figure 7. SiN capping layer was deposited by the PECVD technique for capping layers [23]. We used dilute silane (5% SiH₄ in N₂) and NH₃ (99.999%) as reactant gases. During the plasma deposition process, the flow rate of SiH₄ and NH₃ were 40.5 sccm and 24.7 sccm, respectively. N₂ (99.999%) gas was used as a buffer and the total pressure is maintained at 0.9 Torr. Temperature of the substrate was maintained at 300°C. SiN films
were grown at 30 watts RF power for 3, 6, 9 and 12 min., which gave SiN thicknesses of 30, 59, 85 and 123 nm, respectively. The thickness of a SiN film was measured using an ellipsometer (Gaertner, L117). The measured growth rate and refractive index of the SiN film are approximately 10 nm/min. and 1.91, respectively. Thermal treatment of the SiN capped MQW samples was accomplished simultaneously by rapid thermal annealing (RTA) at 850°C for 35 sec. in Ar atmosphere with a heating rate of 65°C/sec. Disordering of the MQW sample was observed by PL measurement at 20 K after removing the SiN film.

PL spectra, at 20 K, of the MQW samples which were PECVD SiN capped and RTA treated are shown in Figure 8. As shown in Figure 8, a virgin sample exhibits a QW peak at 789.2 nm. QW peak shifts are 14.0 meV, 36.0 meV, 48.6 meV and 62.5 meV for the samples whose SiN capping layers were grown for 3, 6, 9 and 12 min., respectively. Figure 9 shows QW peak shifts as a function of SiN thickness. QW peak shift becomes larger with SiN thickness as shown in Figure 8 and 9. Such a result is similar to the result on SiC > 2 cap disordering reported by Chi et al. [8].

There seems to be a linear relationship between the thickness of SiN capping layer and the diffusion length calculated from the energy shift as shown in Figure 9. The nonlinear relation between the energy shift and the thickness of SiN capping layer is a result of nonlinear relation between the energy shift and the diffusion length as shown in Figure 3, though it seems
Fig. 8. PL spectra of MQW LD structure disordered with different thick SiN capping layers. Each time represents growing time.

Fig. 9. Energy shift and diffusion length as a function of SiN capping layer thickness.
to show a linear relation within finite diffusion length range less than 30 Å. Since vacancy indiffusion from dielectric capping layer is thought to cause QWD in DCQWD technique [8,28], the diffusion length depends on the total vacancies in dielectric capping layer. Therefore diffusion length can be a measure of the total number of vacancies in a dielectric film. One can easily see, in Figure 9, that SiN films whose thickness are thicker than 60 nm have a constant vacancy density. However, 30 nm thick SiN film has a relatively low vacancy density. As widely studied [41,42], PECVD SiN film is not homogeneous along its depth and has a Si-rich bottom layer. The thickness of Si-rich bottom layer near substrate reaches up to 30 nm [43]. Thus a 30 nm thick SiN film is largely affected by the Si-rich layer, though this effect can be averaged out in thicker SiN films.

For a comparison, a 150 nm thick PECVD SiO\textsubscript{2} capping layer was used for dielectric cap quantum well disordering. The SiO\textsubscript{2} capping layer was also deposited with PECVD method at 30 watt RF condition using SiH\textsubscript{4} and N\textsubscript{2}O as reactant gases with an N\textsubscript{2} buffer. The RTA condition for this SiO\textsubscript{2} capped sample is the same as that for SiN capped samples. Figure 10 shows the PL spectrum of this sample, measured at 14 K. As shown in Figure 10, the SiO\textsubscript{2} capped sample exhibits a QW peak at 760.0 nm. Since the temperature difference of 6 K in the PL measurements result in approximately 0.5 meV of energy difference [38], PL spectrum measured at 14 K can be compared to the PL data in Figure 8. Considering a 6 K temperature difference, there is 59.8 meV (29.2 nm) of QW peak shift.

SiN capping layer has been used to prevent QWD in GaAs/AlGaAs QW system [6] for device applications, because its effect on QW peak shift was smaller than a SiO\textsubscript{2} capping layer. However, as shown in Figure 9 and 10, there is a smaller QW peak shift for a SiO\textsubscript{2} capped sample than for a SiN capped sample, even though the SiO\textsubscript{2} capping layer is thicker than SiN capping layer. Therefore, one can conclude that it is impossible for a PECVD SiN capping layer to be used as a mask to prevent QWD, otherwise, it should be used to enhance QWD as reported by Beauvais et al. [13]. Beauvais et al. [13] also reported that a PECVD SiN cap disordering could cause QW peak shift. In their experiment, they used a 5 nm thick single QW inserted between two 2 nm thick AlAs layers which were used to enhance disordering. Their experimental results showed that a thicker Al\textsubscript{0.4}Ga\textsubscript{0.6}As barrier caused a reduction in QW peak shift. Especially for a QW substrate with an 1.0 μm thick Al\textsubscript{0.4}Ga\textsubscript{0.6}As barrier, they reported a QW peak shift of 43 meV and 38 meV for a 200 nm thick SiO\textsubscript{2} capped sample and for a 240 nm thick SiN capped sample, respectively, thermally treated with RTA at 950°C for 30 sec. It has been reported by many authors [6,8,13] that, for dielectric cap disordering, a higher RTA temperature, thicker capping layer thickness, and narrower QW width in its QW structure cause larger QW peak shift. Therefore it can be concluded that the effect on QW peak shift is more profound for
our result than for Beauvais et al.'s because of the 1.3 μm thick barrier on QW, a 100 K lower RTA temperature, and a 117 nm thinner SiN capping layer used for our experiment. Moreover, they inserted 2 nm thick AlAs thin layers between the QW and the barrier to enhance disordering and their SiN capping layer exhibited a refractive index of 1.76 which indicated the existence of oxygens in the SiN layer, which was reported to enhance the Ga atom outdiffusion [39] that is thought to be a main reason of QW disordering [8]. Since the refractive index of our SiN capping layer, 1.91, it indicates that this SiN film is well grown to form a stoichiometric Si₃N₄ whose refractive index is 1.94 [34], our SiN capping layer may not have oxides to enhance disordering.

Table 2 shows the calculated interdiffusion coefficient. Comparing this result to that of section 3.1 for SiO₂ capping layer, this result shows the enhancement of QWD. In the substrate of section 3.1, there is no any doping, however, in this experiment, the MQW LD structure employed Zn (5 × 10¹⁷ cm⁻³) as a p-type dopant in the upper cladding layer. Therefore it might be Zn induced disordering reported by Nagai et al. [40] who used Zn in p-type cladding layer as a disordering source. Though our Zn concentration is much lower than that of their’s (1 × 10¹⁸ – 4 × 10¹⁸), there might be some effect of Zn impurity induced disordering in our results because of relatively high thermal treatment. Though there is an enhancement of QWD by Zn induced disordering, as seen in Figures 8, 9 and 10, the effect of dielectric cappings on the QWD holds its validity.

![Fig. 10. PL spectrum of MQW LD structure disordered with SiO₂ capping layer.](image)
TABLE 2
Parameters of DCQWD with different thick SiN capping layers grown by PECVD.

<table>
<thead>
<tr>
<th>Growth time (min.)</th>
<th>SiN thickness (nm)</th>
<th>$\Delta E$ (meV)</th>
<th>$L_d$ (Å)</th>
<th>$D$ (cm$^2$/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>30.0</td>
<td>14.0</td>
<td>9.5</td>
<td>$2.6 \times 10^{-16}$</td>
</tr>
<tr>
<td>6</td>
<td>59.3</td>
<td>36.0</td>
<td>16.2</td>
<td>$7.5 \times 10^{-16}$</td>
</tr>
<tr>
<td>9</td>
<td>85.1</td>
<td>48.6</td>
<td>19.6</td>
<td>$1.1 \times 10^{-15}$</td>
</tr>
<tr>
<td>12</td>
<td>123.0</td>
<td>62.5</td>
<td>24.4</td>
<td>$1.7 \times 10^{-15}$</td>
</tr>
</tbody>
</table>

In order to study the dependence of film growth condition on DCQWD, RF power was also varied during the SiN film growth. We used the same reactant gases such as dilute SiH$_4$ (5% in N$_2$) and NH$_3$. During the SiN growth, the ratio of partial pressure ($P_{NH_3}/P_{SiH_4}$) was kept as 1, and total pressure was kept as 0.9 Torr by adding N$_2$ gas and the substrate temperature was kept at 300 °C. SiN films were grown with various RF powers (30 watts, 60 watts and 90 watts) on the MQW LD structure shown in Figure 7. Disordering of samples was also accomplished by RTA at 850 °C for 35 seconds in Ar atmosphere with a heating rate of 65 °C/sec. Disordering of MQW samples was observed by PL measurement at 12 K after removing the SiN film.

Figure 11 shows PL spectra of the MQW samples before and after RTA treatment. After RTA treatment, relative to the PL peak before RTA treatment, the PL peaks of SiN capped MQW sample were blue shifted by 10.6 nm (30 watts), 15.4 nm (60 watts), and 29.8 nm (90 watts), respectively. As shown in Figure 11, the energy shift becomes larger as the RF power became stronger. This result seems to show that the higher RF power condition of film growth by PECVD is much more effective for disordering the MQW structure. However, as discussed above, the consideration of film thickness should be followed for a relative comparison.

As discussed above, one can get normalized vacancy density of a dielectric film by normalizing diffusion constant with a film thickness. As shown in Table 3, all thicknesses are thick enough to ignore the effect of the Si-rich interface between the sample and the SiN film. Thus diffusion length can be used as a measure to compare the film qualities determined by different RF powers. As shown in Table 3, relative vacancy density is 3 times larger at 90 W RF power condition than those at lower RF power conditions. Therefore one can conclude that SiN film grown at high RF power condition induces large QWD and the RF power can be a good process parameter for DCQWD when PECVD SiN is used as a capping layer.

In order to find the dependences of DCQWD on the SiN film growth condition, reactant gas ratio was also changed during SiN growth. NH$_3$ gas flow rates were changed from 0 sccm to 40 sccm at fixed SiH$_4$ gas flow rate.
Fig. 11. PL spectra of disordered MQW LD structure with SiN capping layer grown at different RF power.

of 20 sccm. During the growth, 30 W RF power was applied and the base pressure was kept at 0.9 Torr by adding N\textsubscript{2} gas. In this case, we also used diluted SiH\textsubscript{4} (5% in Nitrogen). The growth temperature was 300 °C. Two MQW samples were used as shown in Figure 4. These MQW samples have no any intentional doping. After SiN growth on the MQW sample, thermal treatment of the samples was accomplished by RTA at 950°C for 30 sec.

The properties of SiN capping layer on the MQW samples were characterized before RTA treatment by an ellipsometer, a surface profiler, Auger electron spectroscopic method and an elastic recoil detection (ERD) method of Rutherford Back Scattering (RBS). As shown in Figure 12, the thickness of SiN film decreases with the increase of the NH\textsubscript{3} flow rate from 270 nm

<table>
<thead>
<tr>
<th>RF power (watt)</th>
<th>SiN thickness (nm)</th>
<th>$\Delta E$ (meV)</th>
<th>$L_d$ (Å)</th>
<th>Relative vacancy density (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>95</td>
<td>21.7</td>
<td>11.8</td>
<td>100</td>
</tr>
<tr>
<td>60</td>
<td>132</td>
<td>31.2</td>
<td>14.7</td>
<td>89</td>
</tr>
<tr>
<td>90</td>
<td>64</td>
<td>61.9</td>
<td>24.3</td>
<td>306</td>
</tr>
</tbody>
</table>
Fig. 12. Thicknesses of SiN films grown with different NH\textsubscript{3} flow rate.

to 160 nm. The refractive index of SiN film also decreases slightly with the increase of the NH\textsubscript{3} flow rate from 1.85 to 1.83. These refractive indices indicate that these SiN films are N-rich films. The data from Auger electron spectroscopy also showed that the atomic percent of Nitrogen of the SiN film is almost 67\% for all SiN films as seen in Figure 13. As reported by Dun et al.’s [35], N\textsubscript{2} gas can be used as a Nitrogen source of the SiN film grown by PECVD method. Since N\textsubscript{2} gas was used not only as a carrier gas but also as a Nitrogen source in our experimental condition, all SiN films could exhibit nearly same composition. This N-rich SiN might be the result of the lack of SiH\textsubscript{4} in our experimental condition.

However, thought all SiN films exhibit the same composition, the data from ERD reveals different characteristics in Hydrogen content. The Hydrogen content of the film increases with the increase of the NH\textsubscript{3} flow rate as shown in Figure 14. This result is well coincident with the results of Dun et al.’s [35] who used SiH\textsubscript{4}/N\textsubscript{2} gas mixture to lower Hydrogen content in the SiN film.

Figure 15 shows PL spectra of NT-GaAs capped samples after RTA treatment at 9 K. As one can see, the amount of blue shift increases with NH\textsubscript{3} flow rate. In this case, one may consider the thickness of SiN capping layer to compare the QWD to each other. However, as shown in Figure 12, the thickness of SiN film decreases with NH\textsubscript{3} flow rate. As discussed above, relative degree of QWD can be compared with the relative vacancy density. Table 4 shows relative vacancy density at each NH\textsubscript{3} flow rate. As shown in
Fig. 13. Nitrogen atomic percent in SiN film grown with different NH$_3$ flow rate.

Fig. 14. ERD data of Hydrogen in SiN films grown with different NH$_3$ flow rate.
Table 4, relative vacancy density increases with NH$_3$ flow rate. Therefore one can conclude that SiN film grown at higher NH$_3$ flow rate have larger vacancy density to cause larger QWD.

The maximum energy shift is 55.2 meV for the sample capped with SiN grown at 40 sccm NH$_3$ flow rate. This value is comparable to SiO$_2$ capped sample which is also RTA treated at 950°C for 30 sec. As seen in Figure 5, 300 nm thick SiO$_2$ capped sample exhibited energy shift of 57.6 meV. When considering the thickness of dielectric capping layer, SiO$_2$ capping layer seems to have lower vacancy density than SiN film grown at 40 sccm NH$_3$ flow rate.

**TABLE 4**
Parameters of DCQWD with SiN capping layers grown with different NH$_3$ flow rate.

<table>
<thead>
<tr>
<th>NH$_3$ flow rate (sccm)</th>
<th>SiN Thickness (nm)</th>
<th>$\Delta E$ (meV)</th>
<th>$L_d$ (Å)</th>
<th>Relative vacancy density (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>260</td>
<td>13.5</td>
<td>9.3</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>250</td>
<td>13.5</td>
<td>9.3</td>
<td>104</td>
</tr>
<tr>
<td>20</td>
<td>210</td>
<td>11.3</td>
<td>8.4</td>
<td>112</td>
</tr>
<tr>
<td>30</td>
<td>180</td>
<td>23.2</td>
<td>12.5</td>
<td>194</td>
</tr>
<tr>
<td>40</td>
<td>160</td>
<td>55.3</td>
<td>22.1</td>
<td>386</td>
</tr>
</tbody>
</table>
As shown in Figure 14, SiN film grown at higher NH$_3$ flow rate exhibited higher Hydrogen content. As reported by Kapoor et al. [44], SiN film with high Hydrogen concentration exhibits large trap density. Therefore higher Hydrogen content is thought to be a source of larger vacancy density of SiN film grown at higher NH$_3$ flow rate. Since SiH$_4$ was fixed during SiN growing, the increase of Hydrogen content in SiN film is a result of increase of NH$_3$ flow rate and hence increased Hydrogen in SiN has N-H bond configuration. The decrease of refractive index with NH$_3$ flow rate may also be a result of the increase of N-H bond in SiN film [23].

It is noteworthy that one can get the maximum energy difference of 42 meV by simply changing NH$_3$ flow rate as seen Figure 15 and Table 4. This is large enough to get selective disordered MQW structure spatially for the fabrication of optoelectronic devices monolithically. Moreover, this technique may reduce the problem caused by the difference of thermal expansion coefficient between different dielectric capping layers used for selective QWD. Therefore this technique can be widely used for the integration of optoelectronic devices.

4. CARRIER LIFETIMES IN DISORDERED QW STRUCTURE

Since ultrafast scattering and relaxation processes of carriers in semiconductors affect the electronic and optical performances of LD's and PIC's, especially in high speed operation, it is important to understand the carrier dynamics of disordered QW structures. QWD is thought to be induced by the vacancy indiffusion which creates defects in QW structure. Thus it is easily thought that there should be changes in carrier dynamics in disordered QW structures compared to virgin structure and also such changes depend on the degree of QWD. We investigated the carrier lifetimes of dielectric cap disordered QW structures with different degrees of QWD.

We employed a typical GaAs/AlGaAs MQW LD structure shown in Figure 7. This structure was grown by MOCVD method. The substrate structure represents a typical p-i-n type separate confinement heterostructure (SCH). The substrate was divided into pieces, on which SiN capping layers were deposited by PECVD method. Four samples with SiN thicknesses of 30, 59, 85 and 123 nm were prepared. These samples are referred to as S1, S2, S3 and S4, respectively, and S0 represents the virgin MQW sample. These SiN capped MQW samples were treated by RTA at 850°C for 35 s in Ar gas environment with a heating rate of 65°C/s. Disordering of the MQW samples was observed by PL spectra at 20 K after removing the SiN film.

Carrier lifetimes were measured at 20 K by using a time correlated single photon counting (TCSPC) system [48] equipped with a micro-channel plate photomultiplier tube. A cavity dumped dye laser employing Rhodamine
6G as a gain dye and DODCI as a saturable absorber was used as an excitation source. The output pulses had 1–2 ps in pulsewidth at 3.8 MHz dumping rate. The combination of a constant fraction discriminator, a delay, a time-to-amplitude converter and a multichannel analyzer was utilized to obtain the temporal profile of luminescence decay. The instrumental response of our TCSPC system is typically 50 ps (fwhm), which gives about 10 ps time resolution through a deconvolution technique. The laser intensity was controlled by various neutral density filters to reduce the exciton-exciton or other multiple carrier interactions in the quantum well. The excitation pulses at 585 nm were employed to excite electrons above the energy gap of the Al$_{0.4}$Ga$_{0.6}$As cladding layer. Therefore the PL decay profiles obtained with this excitation wavelength reveal the characteristics of the carrier dynamics not only in the QW region but also in the SCH region. The excited sheet carrier concentration was estimated to be in the order of $10^{10}$ cm$^{-2}$.

PL spectra of the MQW samples at 20 K are shown in Figure 16. As shown in Figure 16, a virgin sample exhibits a QW peak at 789.2 nm. The blue shift of this PL peak increases as the SiN capping layer thickness increases, indicating that a thicker SiN capping layer causes a more disordering of the QW relative to SiO$_2$ capping layer [8] as described in section 3.2. There is also a broadening of the PL peaks for the samples capped with SiN film from 4.1 meV in fwhm of the virgin sample to 10.3 (S1), 20.1 (S2), 10.8 (S3) and 17.6 meV (S4), respectively. Though the broadening of PL peaks after QW disordering is well known [6,13,16], there seems to be no correlation between the QW peak shift and the broadening of its PL peak in our case. Although it is difficult to draw a quantitative relationship between the PL peak broadening and the degree of QWD, the induced defects by QWD seem to contribute to the broadening of PL peaks by reducing carrier lifetimes.

Figure 17 shows PL decay profiles of a virgin sample and dielectric cap disordered samples. From these PL decays, photo-generated carrier lifetimes were obtained and summerized in Table 5. As seen in Table 5, there is a decrease in carrier lifetimes and an increase in QW PL peak shift as the SiN capping layer thickness increases. The dielectric cap annealing of compound semiconductors induces defects in the QW region after RTA treatment of the QW samples [18]. As pointed out by many researchers [45–47], the carrier lifetime decreases due to these defects which can trap carriers efficiently and relax the momentum conservation in the radiative transition [46]. The thicker SiN capping layer introduces more defects and enhances the interdiffusion of Ga and Al through RTA in the QW region [8].

It is also noteworthy that QWD induced disordering and defects mainly contribute as nonradiative quenching sites for PL decay processes. This indicates that the excitation-relaxation process is dispersive due to the energetic disorder in MQW semiconductors. Such inhomogeneous systems are characteristic for inhomogeneous line broadening effect. Thus, the
Fig. 16. PL spectra of a virgin and dielectric cap disordered samples.

Fig. 17. PL decay profiles of a virgin sample and dielectric cap disordered sample.
QWD induced defects in MQW's decrease the internal quantum efficiency providing nonradiative and dispersive quenching sites for radiative carrier relaxation processes in MQW semiconductor. Thus, as shown in Figure 16, the PL peak broadening increases and its intensity decreases as QWD increases.

There is also a decrease in rise time along with an increase in QWD. The rise times for S0, S1, and S2 are slightly longer than reported value of about 120 ps at 20 K [48]. The reported rise time in the results of Jeong et al.'s [48] represents the carrier dynamics in QW region with a thin (30 nm thick) barrier layer, indicating the relaxation time of photo-generated carriers in the QW region only. On the other hand, in our experiment the excitation photon energy was high enough to excite the carriers in the relatively thick Al$_{0.4}$Ga$_{0.6}$As cladding layer as well as in the QW and Al$_{0.2}$Ga$_{0.8}$As barrier layer. Considering the 1.2 μm thick top layers (GaAs and Al$_{0.4}$Ga$_{0.6}$As cladding layer) on the top of QW region, most of carriers are generated in these regions. This indicates that the rise times in Table 5 are the sum of the relaxation time inside the QW region and the drift time of photo-generated carriers in the Al$_{0.4}$Ga$_{0.6}$As cladding layer and Al$_{0.2}$Ga$_{0.8}$As barrier layer into the QW region. Electrons in the lowest lying states in these cladding and barrier layers scatter into virtual conduction-band states in QW regions, and then cool down to the edge of the conduction-band. The scattering is caused by all possible “mixing” potentials, which might be potential fluctuations due to the QWD process. Probably, the increased interface scattering of photo-generated carriers with increased defects caused by QWD might be the dominant contribution for the shortening of rise times. However, this explanation may lose its validity for the lowest disordered sample, S1, because of its relatively long rise time. Since this increased rise time can not be explained in detail.

The dynamic behaviors of LD’s are often characterized with a relaxation oscillation frequency, which determines the frequency response of LD direct modulation and its high-frequency roll-off [50]. The relaxation

---

**TABLE 5**

Sample characteristics and photoluminescence lifetimes.

<table>
<thead>
<tr>
<th>sample code</th>
<th>SiN thickness (nm)</th>
<th>ΔE (meV)</th>
<th>Rise time (ns)</th>
<th>Decay time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>–</td>
<td>–</td>
<td>0.21</td>
<td>1.92</td>
</tr>
<tr>
<td>S1</td>
<td>30</td>
<td>14.0</td>
<td>0.37</td>
<td>0.81</td>
</tr>
<tr>
<td>S2</td>
<td>59</td>
<td>36.0</td>
<td>0.14</td>
<td>0.71</td>
</tr>
<tr>
<td>S3</td>
<td>85</td>
<td>48.6</td>
<td>0.12</td>
<td>0.62</td>
</tr>
<tr>
<td>S4</td>
<td>123</td>
<td>62.5</td>
<td>0.11</td>
<td>0.57</td>
</tr>
</tbody>
</table>
oscillation frequency and 3-dB frequency of LD direct modulation are given, respectively as [51],

\[
\Omega = \left[ \frac{1 + \Gamma v_g a n_0 \tau_p}{\tau_e \tau_p} \left( \frac{I}{I_{th}} - 1 \right) \right]^{1/2},
\]

(3)

\[
f_{3-dB} = \frac{1}{2\pi} \left[ \Omega^2 - \Gamma^2 + 2(\Omega^2 \Omega^2 + \Gamma^2) + \Gamma^4 \right]^{1/2},
\]

(4)

where \( \Gamma \) is a optical confinement factor, \( v_g \) is a group velocity of optical waves in a cavity, \( a \) is a gain coefficient, \( n_0 \) is a transparent carrier density, \( \tau_e \) is a carrier lifetime, \( \tau_p \) is a photon lifetime in a cavity, \( I \) is an injection current and \( I_{th} \) is a threshold current. Thus, for a high speed modulation of LD, the carrier lifetime should be reduced.

Since the relaxation oscillation frequency limits the modulation frequency, n-type or p-type doping has been introduced in the MQW active region to enhance the characteristics of the relaxation oscillation frequency for high speed MQW LD’s [49,50,52]. As represented in equation 3, the relaxation oscillation frequency of LD is inversely proportional to the square root of the carrier lifetime. As seen in Table 5, a shorter decay time of photo-generated carrier can be achieved by increasing the capping layer thickness. Therefore, a DCQWD process could be used to enhance the direct modulation speed of LD’s as well as to improve lightwave communication system performance such as mode partition noise, eye opening, and power penalty [53]. Although a SiN capping layer has been known to induce relatively less disordering than a SiO\textsubscript{2} capping layer [6], the experimental results shown in Table 5 reveal that the relaxation oscillation frequency can be increased by a factor of 2 for 123 nm thick SiN capping layer.

The transport mechanism of carriers in a QW structure which includes active QW medium and its transport medium such as the SCH region in our LD structure may affect the modulation characteristics of LD’s and modulators. Though the rise time (i.e. sum of relaxation time and drift time in our case as explained above) is shorter than the decay time, it is not negligible. Especially for situations where n-type doping [49] or p-type doping [50,52] is introduced in the QW region to get shorter lifetimes for high speed LD modulation, the drift time becomes comparable to the decay time [50] and it would limit the modulation speed of LD’s. Therefore, in addition to the decrease in decay time, the reduction of the drift time with an increase in disordering makes it possible to expect further increase in the modulation bandwidth of LD, though it would require higher threshold current because of its nonradiative recombination centers.
A fundamental limit to the speed of MQW optical modulators is the dynamics of photogenerated carriers within the QW structure. For optical modulators with high speed and low power dissipation, defects have been introduced in the QW region by means of a lattice mismatched structure [54] and proton implantation [47]. For high speed and low power dissipation, fast recovery time and low photo-current generation are required. As pointed out by Wang et al. [54], defects in the QW region can cause carrier trapping or nonradiative recombinations, which result in fast recovery time and low photo-current in an optical modulator. Therefore the defects introduced by DCQWD can result in a decrease in the recovery time and photo-current. Furthermore, since the DCQWD technique introduces defects not only in the QW region but also in the SCH region, this technique would result in further suppressed photo-current as in the case of proton implantation [47].

5 SUMMARY

In summary, dependence of DCQWD on the characteristics of dielectric capping layer was presented especially for GaAs/AlGaAs MQW structure. In vacancy induced QWD technique, the degree of QWD is dependent on the total number of vacancies and the vacancy density in vacancy source. DCQWD technique was applied to LT/NT-GaAs capped MQW structure by using PECVD-grown SiO₂ capping layer. This technique fairly preserved the surface of MQW substrate after high temperature thermal treatment. The activation energy of interdiffusion due to vacancy in SiO₂ capping layer was smaller than that due to vacancy in LT-GaAs. It was found that the larger number of vacancy caused the larger QWD. The result from this kind of combined technique shows the possibility that DCQWD technique can be used with other QWD techniques to give various benefits. Normalized vacancy density was introduced for the semi-quantitative comparison of degrees of QWD due to different characteristics of dielectric capping layer. It was shown that PECVD-grown SiN could promote QWD as much as SiO₂ capping layer. It was also shown that the vacancy in SiN capping film could be controlled by controlling the film growth conditions, such as RF power, NH₃ flow rate and growth time. SiN growth conditions of higher RF power, higher NH₃ flow rate caused larger QWD. The thicker SiN film also caused the larger QWD at fixed growth condition. These results show that one can achieve selectively disordered MQW structure, for applications of PICs, with SiN capping layers grown at different growth condition, although many experimental approaches have used different materials to get selectively disordered QW structure.

The carrier lifetime was measured for a SiN cap disordered GaAs/AlGaAs MQW structure to study the usefulness of DCQWD technique. The carrier lifetime was dependent on the degree of disordering. It was found that the
carrier lifetime decreases along with disordering which increases with the thickness of the SiN capping layer for the DCQWD technique. This behavior can be explained in terms of the enhanced carrier trapping and relaxation of momentum conservation due to increased defects by QWD. This result indicates that the DCQWD technique can be used to enhance the high speed performances of laser diodes and modulators.
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1 INTRODUCTION

A key requirement for the fabrication of highly functional integrated optoelectronic devices is the ability to area-selectively bandgap engineer the optical property of the material. One attractive option is to etch off islands of semiconductor material and epitaxially re-grow [1] another semiconductor with a slightly different bandgap energy. This method of integrating optoelectronic devices requires extensive growth capabilities and the growth conditions are extremely critical in the realization of high quality structures with reproducible results. On the other hand, if multiple quantum wells (MQWs) are employed in the design of the devices then an alternative method
of area-selective post-growth disordering of the quantum wells can be used to achieve different bandgap materials monolithically on a single substrate. Disordering of MQWs, or quantum well intermixing, takes place when the different constituent atoms interdiffuse between the well and barrier regions, resulting in diffuse quantum well interfaces and graded potential barriers. Controlled interdiffusion of barrier and well atoms across the heterointerface leads to a blue-shift of the band-edge of the MQW material as a result of the re-shaping of the quantum well potential profile. Consequently a spatially selective QW intermixing process can be employed to produce different band-gap regions on the same wafer with correspondingly different optical properties such as absorption spectrum and refractive index. Hence this procedure enables the fabrication of optoelectronic components for optical communication (e.g. modulators, all-optical switching devices, waveguides and photodetectors). MQW's can be selectively disordered in a variety of ways, such as impurity induced disordering [2], laser induced disordering [3,4], ion-implantation-enhanced interdiffusion [5,6] and vacancy induced disordering [7,8]. There is a wide range of uses of this area-selective bandgap engineering. This chapter concentrates on the realization of optically integrated all-optical structures on a single semiconductor wafer. Of the processes mentioned earlier, the impurity-free vacancy induced disordering (IFVD) appear to have the best characteristics. Since this latter method does not require the incorporation of impurity dopants, waveguides fabricated in such disordered materials do not experience attenuation due to free-carrier absorption.

Quantum well structures also have an important nonlinear optical property that can be exploited to produce all-optical switches. This nonlinearity which is resonant with the band-gap, arises from the saturation of the excitons [9,10] and Moss-Burstein [11] shift of the band-gap energy due to photo-generated free carriers. It manifests itself in that the material’s optical transparency and its refractive index are dependent on the intensity of light passing through it. The intensity dependent nonlinear refractive index causes an alteration in the net phase change of the propagating optical wave. In a waveguide, a high optical intensity can be maintained over the length of the device (several hundreds to thousands of wavelengths long) so that a significant nonlinear phase change can be accumulated. Various guided-wave devices can transform the nonlinear change in phase to produce either an all-optical switching of intensities between two ports or an all-optical modulation of the transmitted intensity. The devices that have been realized in this work employ disordered passive waveguide sections to effectively control the switching mechanism. However, an extension of this work could lead to integrated all-optical devices that can exhibit high functionality.
2 BANDGAP RESONANT NONLINEAR OPTICAL PROPERTIES OF MULTIPLE QUANTUM WELL STRUCTURES

In a QW, a restriction on the motion of carriers in the direction normal to the interface is imposed. As a result, only discrete levels of electron and hole energy states are allowed in the conduction and the valence bands, respectively. In a MQW structure, the wells and barriers are repeated a number of times to realize a periodic structure. In order for the MQW heterostructure to retain the properties of the SQW, the barrier layer needs to be thick enough to prevent the carrier's wave function in one QW from having substantial amplitude overlap with the neighboring QWs. Thus, carriers confined in adjacent quantum wells do not interact. The reduced dimensionality of the electron and the hole changes the band structure and the exciton binding energy of the heterostructure and leads to changes in its linear and nonlinear physical properties such as the absorption spectrum, effective refractive index, etc.

One of the important nonlinear optical properties of QW is the saturation of exciton resonances [9,10]. An exciton is an electron-hole pair state that is created by the absorption of a photon. The energy needed to free the electron-hole pair is called the binding energy. In QWs, the binding energy increases due to the restriction of the exciton orbit in one direction, thus increasing the exciton oscillator strength. When the input optical intensity is increased, a large population of excitons is created. Within several hundreds of femtoseconds, these excitons ionize rapidly into free electrons and holes. At high optical intensities, saturation of the exciton absorption occurs owing to two principal effects. Firstly, each exciton is associated with an electron-hole pair which when freed occupy a quantum level in the conduction band and the valence band, respectively. Increasing the population of excitons effectively fills the quasi-quantum levels due to Pauli’s exclusion principle and leads to “phase-space filling” and therefore, excitons cannot be produced beyond a certain density. Secondly, as excitons are created, they readily ionize into free electron-hole pairs. These cause “Coulombic screening” and make the creation of further excitons harder. Exciton saturation results in a decrease of the exciton absorption peak, which in turn gives rise to changes in refractive index. Unfortunately, the nonlinear effect due to saturation of the exciton resonances saturates at relatively low intensities and leads to insufficient phase changes for optical switching. A further increase in excitation power beyond the exciton saturation level results in the creation of more free electrons that fills in the Γ band. Thus the effective band gap is increased, and a change of refractive index takes place. This important nonlinear effect due to band-filling is enhanced in MQW structures due to the effect of the reduced dimensionality on the density of states function. There are other nonlinear mechanisms in MQW structures that are transient...
and require coherent interactions. Examples of such mechanisms include the nonlinear absorption and refraction due to two-photon absorption, the Kerr nonlinearity that can be tapped at photon energies below the two-photon bandgap and the optical (a.c.) Stark effect that is an interaction of the electric field of the optical wave with the exciton orbit.

3 DISORDERING OF QUANTUM WELLS BY ZINC DIFFUSION

Previous reports [12] suggested that in impurity induced disordering (IID), the impurities induce the disordering process through the generation of free carriers that increase the equilibrium number of vacancies at the annealing temperatures. The models proposed to describe the IID process are based on the fact that the species diffuse via interstitial-substitutional mechanisms [13,14]. For the case of Zn as the impurity, two different mechanisms have been proposed for the incorporation of interstitial donors on the substitutional acceptor site. Assuming that the native defects are either neutral or singly ionized, group III self-diffusion rate, $D_{III}$ is given by [15];

$$D_{III} = f_1'' P_{As_4}^{1/4} \left( D_{V_{III}} + D_{V_{III}} \exp \left\{ \frac{E_F - E_A}{k_B T} \right\} \right)$$

$$+ f_2'' P_{As_4}^{-1/4} \left( D_{I_{III}} + D_{I_{III}} \exp \left\{ \frac{E_D - E_F}{k_B T} \right\} \right)$$

where $P_{As_4}$ is the partial pressure of As$_4$, $f_1''$ and $f_2''$ are functions which depend on the crystal structure, and $E_A$ and $E_D$ are the vacancy acceptor energy level and the interstitial donor level, respectively. $D_{V_{III}}$, $D_{V_{III}}$, $D_{I_{III}}$, and $D_{I_{III}}$ are the diffusion coefficients of the neutral and charged group III vacancies, and neutral and charged group III interstitials, respectively. It can be seen from the previous equation that the rate of IID depends on As overpressure and the type of doping. In p-type QW structures, intermixing takes place under As-deficient conditions, and in n-type QWs it takes place under As-rich condition because the concentration of group III interstitials and group III vacancies is raised in the respective cases. Thus the role of impurities in the intermixing is to change the Fermi level in the material and, consequently, raise the point defect concentration.

The samples used in this work were grown by molecular beam epitaxy (MBE) on undoped substrates and most of them were designed so that the MQW regions would form the core of a single mode slab waveguide with AlGaAs cladding layers on either side.

The zinc diffusion experiments were initially carried out in a semi-sealed ceramic box placed inside an open diffusion furnace with flowing high purity nitrogen gas. The samples were cleaved into pieces of $2 \times 2 \text{mm}^2$ and
then cleaned by boiling in acetone and methanol. Each sample was placed together with 0.1 g of pure zinc inside a covered ceramic boat within a quartz annealing furnace. The flow of high purity nitrogen was maintained at 4SCFH (standard cubic feet per hour) 15 minutes prior to the start of the annealing and was only turned off when the temperature of the sample was less than 150°C. Depending on the temperature/time combinations complete or partial intermixing of the quantum wells would be encountered. Moreover, if the diffusion of Zn is not carried out for long enough duration, the quantum wells at the bottom of the stack remain un-intermixed. The effects of the zinc diffusion on the disordering of the quantum wells were studied by a combination of photoluminescence (PL), secondary ion mass spectroscopy (SIMS) and Auger electron spectroscopy (AES). A 15 mW HeNe laser emitting at 633nm wavelength was used to excite the photoluminescence, and the emission spectra were captured on a quarter-meter monochromator in combination with a linear array detector and optical multichannel analyzer.

Figure 1a shows the photoluminescence of one of the as-grown samples. The main peak at 838 nm was due to direct recombination of the heavy-hole exciton while the "hump" at 825 nm was emission from the light-hole exciton recombination. Figure 1c shows the photoluminescence of the sample that had been subjected to zinc diffusion at a temperature of 510°C for 60 mins. It is observed that the PL spectrum is broadened somewhat with a clear shift to much shorter wavelengths. The peak of the PL in this case was at 737 nm. We therefore assume that the quantum wells have been uniformly disordered. Figure 1b shows the PL emission from a sample that was subjected to zinc diffusion at 490°C for 60 mins. The emission spectrum in this case was extremely broad and there was no clear evidence of a single peak intensity. This is attributed to the fact that non-uniform disordering of the quantum wells occurred and the zinc doping concentration which followed an erf diffusion profile was not high enough in the deeper quantum wells to induce disordering there.

A SIMS measurement was performed on that particular sample to detect the concentration of zinc and also monitor the fluctuations in the concentration of aluminum atoms. The SIMS profile shown in Figure 2b, indicate that the Al mole fraction is constant for the first 0.3 μm below the surface and begin to oscillate as the measurement progresses deeper into the sample with the largest oscillations occurring furthest from the surface. The zinc concentration profile indicates a steady drop from 10^{18} cm^{-3} to below 10^{17} cm^{-3}. By correlating the two profiles for Zn and Al, it is apparent that the Zn concentration needs to exceed a level of 5 \times 10^{17} cm^{-3} for intermixing to take place.

A comparative SIMS measurements done on an as-grown sample is shown in Figure 2a. As expected, the Al mole fraction is high in the barrier layers and low in the quantum well layers (ideally should be zero but is limited by
Fig. 1. Photoluminescence spectra of MQW samples (a) as-grown (b) subjected to zinc diffusion @490°C for 60 mins. (c) subjected to zinc diffusion @510°C for 60 mins.

Fig. 2. SIMS measurements of MQW sample (a) before and (b) after zinc diffusion.
the depth resolution of the equipment) and the magnitude of the modulation remains nearly constant with a slow degradation as the probing is carried out further into the sample depth.

It is anticipated that the position of the diffusion front leads the intermixing edge very slightly. Consequently, it is required that the diffusion depth should exceed the total thickness of the quantum well layer and the zinc concentration must exceed the minimum level of $5 \times 10^{17} \text{ cm}^{-3}$, so as to achieve uniform intermixing. This theory would predict that for a given sample there is a minimum time-temperature condition that leads to a uniformly disordered MQW as evidenced by a well-defined shifted PL spectrum. From diffusion theory, the diffusion depth, $x$ is given by,

$$x_d \propto \sqrt{D_s t}$$

where $t$ is the duration of the diffusion and $D_s$ is the surface diffusivity that is proportional to the Zn overpressure.

$$D_s \propto \text{Zn surface pressure} \propto (T - T_0)^2$$

where $T$ is the temperature of the annealing and $T_0$ is a critical temperature which depends on the melting point of zinc. Therefore,

$$x_d \propto (T - T_0) \sqrt{t}$$

From the distribution of samples that were annealed at various temperatures for different times, a graph of the minimum time v/s temperature required for complete intermixing as shown in Figure 3, was obtained. The fit to these data was obtained by using,

$$T = T_0 + \frac{A}{\sqrt{t - t_o}}$$

where $A$ is an arbitrary constant and $t_o$ is a fitting parameter.

The graph represents the minimum conditions for uniform intermixing.

A ridge waveguide was delineated in the zinc IID layer by wet chemical etching through a photoresist mask defined through contact photolithography. Light from a cw Ti:sapphire laser tuned to a wavelength of 890 nm was then launched into it using the endfire coupling technique. The attenuation coefficient of the waveguide was measured by a sequential cleaving method and was found to be prohibitively high (>200 dB/cm). Even after much care in optimizing the zinc diffusion to produce uniform intermixing with the absolute minimum doping concentration, the waveguide loss was measured to be 30 dB/cm. Although the free carrier absorption is the most serious problem associated with IID, another problem that is a consequence of using electrically active dopants is the reduced electrical isolation (or decreased resistivity). Consequently, disordering of MQW using zinc diffusion is deemed to be inappropriate for producing sufficiently low-loss waveguides for optoelectronic interconnects.
The QW intermixing in impurity-free vacancy disordering (IFVD) is also caused by the interdiffusion of Ga and Al atoms across the barrier-well interface. The diffusion coefficient \( D \) of Al in an undoped as grown Al-As-GaAs heterostructures is of the order of \( 10^{-19} \text{ cm}^2/\text{s}^{-1} \) at 850°C [16]. However, \( D \) is also dramatically enhanced when the sample is annealed after extra vacancies are created at the surface of the sample. Different methods have been proposed and demonstrated to create surface vacancies. In this section a process of surface oxidation followed by etching is used to create the surface vacancies. Subsequent high temperature anneals are used to diffuse the vacancies into the MQW structure resulting in disordering of the QWs by interdiffusion of Al and Ga with the vacancies.

The MQW layer used in this section consisted of 38 periods of 70 Å thickness GaAs layers alternating with 70 Å wide Al\(_{0.3}\)Ga\(_{0.7}\)As layers. The MQW waveguide core was clad on either side by a 0.5 μm thick Al\(_{0.3}\)Ga\(_{0.7}\)As layer on the top and a 2 μm thick Al\(_{0.3}\)Ga\(_{0.7}\)As layer on the bottom. The structure was deliberately not capped by a thin protective layer of GaAs so as to expose the uppermost AlGaAs surface for easier oxidation. The wafer
was first cleaved into small pieces measuring about $3 \times 4 \text{ mm}^2$. The samples were cleaned by boiling twice in acetone and then twice in methanol.

Several sets of samples were prepared under different controlled conditions. One set of samples, (A), were left in their as-grown state. The second set of samples, (B), was etched in concentrated hydrofluoric (HF) acid for 15 minutes. This etched the native oxide only, resulting in the formation of Al and/or Ga vacancies on the surface of the sample. A third set of samples, (C), was oxidized by heating in air for 30 minutes at 600°C before etching in HF in order to achieve a larger population of vacancies. A fourth set of samples, (D), was oxidized by heating, but not etched in order to test whether the structures could be protected from disordering.

Some non-uniform disordering over the sample area was frequently observed in our experiments. In particular, areas near the edges showed a larger shift of the emission wavelength than the middle part. To overcome this problem, we first made grooves on one set of samples. The grooves were 20 $\mu$m wide and 1.5 $\mu$m deep with a separation of 200 $\mu$m. This set of samples, (C') was oxidized by heating and etched by HF similar to sample C.

All of the samples were finally annealed at a temperature of 615°C for 3 hours in a tube furnace with a continuous flow of purified N$_2$ gas. A piece of freshly cleaned GaAs substrate was used to cover the samples in order to minimize As loss during the annealing stage. The N$_2$ gas flow was started 5 minutes prior to turning on the furnace heating element, and the diffusion process was timed from when the temperature reached 50°C below the set point. After the required duration, the furnace was turned off and cooled down rapidly by blowing a stream of air onto the outside of the tube. The N$_2$ gas was turned off when the furnace temperature dropped below 70°C.

The samples were then characterized by measurements of the room temperature photoluminescence spectra. The PL emission from the as-grown samples, A, (Figure 4a) depicts a peak at 843 nm due to the heavy-hole, (HH), exciton with a shoulder at 835 nm due to light hole, (LH), exciton. The second sample, B, which had its naturally occurring oxide etched off before being subjected to the 3 hours annealing, exhibited evidence of partial disordering. Figure 4b shows that the peak of the PL emission from this sample has shifted from 843 nm to 820 nm. In the case of sample C, which was thermally oxidized and etched before annealing, the PL emission was blue-shifted by 40 nm as shown in Figure 4c. On the other hand, sample D did not show any wavelength shift. In this case, the PL spectrum was identical to the as-grown sample, Figure 4a. Therefore, for this sample, with the HF etching step missed out, there was no evidence of disordering although the sample had been oxidized for 30 mins. at 600°C. The LH exciton shoulder was not observed for the most shifted PL spectrum, however the width of the two shifted PL spectra remained almost the same as that of the as-grown sample.
Fig. 4. Room temperature photoluminescence spectra of the MQW samples (a) from as-grown layer (b) from the sample that was oxidized, etched and annealed for 2.5 h (c) from the sample that was oxidized, etched and annealed for 3 h.

It should be noted that the PL spectra taken from the center of the disordered samples were shifted by a lesser extent (≈10 nm) than the spectra emitted from the top perimeter surface (within 1 mm of the edges). The spectra shown in Figure 4, were taken from the edge regions of the disordered samples. However, we found that the sample C' that had a grooved pattern etched on the surface could be disordered uniformly across the whole sample area. The PL spectrum from this sample overlaid exactly on top of the PL spectrum shown in Figure 1c, for sample C.

Strip-loaded, single-mode waveguides were then produced on the intermixed waveguides in order to assess optical propagation losses in the disordered samples. These were fabricated by defining 4 μm wide strips and etching off 0.45 μm from the cladding layer over the rest of the sample surface. Optical propagation loss measurements at wavelengths below the band gap energy were made on strip-loaded waveguides fabricated in the most disordered samples, C', with grooves. The waveguide attenuation was measured by scanning the fringes of the Fabry-Perot created by the cleaved end facets of the waveguide [17]. The beam from a narrow bandwidth (<1.5 GHz) CW Ti:sapphire laser was chopped and launched into the waveguide and the output was captured by a photo-detector connected to a lock-in amplifier. The amplified signal was recorded on a chart recorder. The thermo-optic effect in the waveguide was employed to scan the Fabry-Perot
fringes by gentle heating and the optical loss was deduced from the measured visibility (maximum to minimum intensity) of the interferogram. An example of an interferogram obtained from a 1mm long sample is shown in Figure 5.

Since the two facets of the waveguide form a Fabry-Perot cavity, the transmission of the waveguide is given by the Airy function;

$$\frac{I_{\text{out}}}{I_{\text{in}}} = \frac{(1 - R)^2 \exp(-\alpha L)}{1 + R^2 \exp(-2\alpha L) - 2R \exp(-\alpha L) \cos(4\pi nL/\lambda)}$$

where $\lambda$ is the wavelength of the probing light, $R$ is the power reflection coefficient of each facet, $L$, $n$ and $\alpha$ are respectively the length, refractive index and attenuation constant of the waveguide.

The ratio of the maximum to minimum transmission is therefore,

$$V = \frac{1 + R \exp(-\alpha L)}{1 - R \exp(-\alpha L)}$$

which gives the attenuation constant (in units of inverse length) as,

$$\alpha = -\frac{1}{L} \ln \left( \frac{1}{R} \frac{\sqrt{V} - 1}{\sqrt{V} + 1} \right)$$
From the visibility of the Fabry-Perot fringes the waveguide loss was measured to be 15 dB/cm at a wavelength of 860 nm.

Hence, partial disordering of the quantum well structure was achieved by allowing or enhancing oxidation of the surface of the sample and then removing this oxide by etching in concentrated HF acid just prior to annealing the sample at 615°C for 3 hours. It is believed that by etching off the surface oxide, a thin layer of Ga or Al vacancies is created. These vacancies are driven into the MQW region by thermal annealing thereby resulting in intermixing of Ga and Al atoms as these randomly exchange lattice positions with the vacancies. This mechanism fits the model proposed by Longini [18] which suggested a diffusion mechanism based on group III vacancies. Theoretically, therefore, this technique should be able to disorder any III-V MQW system, such as InGaAs/GaAs, InP/InGaAs, etc.

The results also show that if the surface oxide is not etched by HF, the MQW structure underneath that region remains unchanged after an annealing cycle of 3 hours at 615°C. This is a very important property that could allow devices with different optical band-gaps to be fabricated on the same sample for optoelectronic integrated circuit applications. It was also found that this technique is very reproducible. It is not yet understood why the edge parts of the samples exhibited more shift of emission wavelength than the middle part. This makes disordering of larger size samples (> 3 × 4 mm²) non-uniform. However, by etching a pattern of grooved lines on the sample prior to the disordering process, edges that seem to enhance the disordering process are effectively provided to the whole sample. This results in uniform dis ordering across the sample.

Since no impurity is required for this process, optical waveguides fabricated on the disordered sample does not suffer loss due to free carriers. However, the measured propagation losses are still relatively high. The sample surfaces were observed to be rougher after annealing which accounts for the waveguide losses in the annealed samples. This appears to be related to either the loss of As, or non-uniform oxidization caused by the O₂ or H₂O in the N₂ gas.

5 VACANCY INDUCED DISORDERING BY SPIN-ON SILICA FILM CAPPING AND ANNEALING

Another method of producing the surface vacancies is by depositing a SiO₂ layer on top of the sample [19,20] by either chemical vapor deposition or electron beam evaporation. The silicon dioxide capping layer promotes outdiffusion of Ga atoms into the cap layer, thus generating group III vacancies at the surface. High temperature rapid thermal annealing causes these vacancies to interdiffused with Ga/Al atoms in the well and barrier
layers of the MQW region and alters the composition profile across the quantum well. The initially square well compositional profile is changed to a gradually graded profile.

To model the interdiffusion of Al and Ga atoms in a single QW, Fick’s equation is solved assuming a constant diffusion coefficient, $D$, that is independent of the initial Al composition of the barrier layers

$$\frac{\partial x(z, t)}{\partial t} = D \frac{\partial^2 x}{\partial z^2}$$

where $x(z, t)$ is the Al concentration at position $z$ after annealing for $t$ seconds. The Al composition varies across an intermixed quantum well centered at $z = 0$ is given by

$$x(z) = x_0 \left[ 1 + \frac{1}{2} \text{erf} \left( \frac{z - L/2}{2\sqrt{D}t} \right) - \frac{1}{2} \text{erf} \left( \frac{z + L/2}{2\sqrt{D}t} \right) \right]$$

where $x_0$ is the initial Al composition of the barrier, $L$ is the initial well width, $D$ is the diffusion, $t$ is the annealing time, and erf is the error function. As a result of the alteration of this potential profile, the quantized energy levels inside the QW are increased. This increase is dependent on the initial width of the QW, the annealing time, the initial concentration of the Al atoms, $x_0$, and the diffusion coefficient which depends of the number of vacancies at the surface.

The use of $\text{SiO}_2$ may result in complications that occur due to chemical reaction between the dielectric cap and the Al-containing semiconductor alloy resulting in freeing of Si atoms that act as IID species

$$3\text{SiO}_2 + 4\text{Al} \rightarrow 2\text{Al}_2\text{O}_3 + 3\text{Si}$$

In the case of GaAs/AlGaAs, this complication can be avoided by capping the sample by a thin layer of GaAs ($\sim 0.1 \mu m$).

The MQW waveguide structure used in this section is similar to the one used in the previous section except that the new sample was capped by a thin ($\sim 1000 \text{ Å}$) layer of GaAs on the surface. In order to achieve controlled intermixing between the GaAs quantum wells and the AlGaAs barriers, the surface of the sample was coated with a thin film of “spin-on-glass” which is a commercially available solution of glass (SiO$_x$) forming compound. The thin film was deposited by spinning the liquid on the sample surface at a speed of 3000 rpm for 30 seconds, this resulted in a film thickness of 230 nm. The film was then cured at 400°C for 30 minutes in a constant flow of ultra high purity air (78% nitrogen and 22% oxygen). Localized compositional disordering was then induced by photolithographic definition and removal of the SiO$_x$ film in selected regions followed by rapid thermally annealing.
rapid heating of the sample was carried out in a flowing nitrogen atmosphere in an AG Associates Heatpulse 210 rapid thermal annealer. The sample is placed face down on a mechanical grade undoped GaAs substrate to protect the face of the sample and to provide overpressure of As so as to minimize its desorption. It takes seven seconds to reach a steady state temperature of 1050°C, and about 14 seconds to cool down to 500°C.

The silicon oxide cap at the surface promotes out-diffusion of Ga atoms into the cap layer, thus generating group III vacancies at the surface of the sample. The intermixing is caused by the inter-diffusion of these vacancies with Ga and Al atoms, with a subsequent diffusion of the vacancies into the MQW region. There have been previous reports on the use of SiO$_2$ to enhance the intermixing of group III-V multiquantum well structures [18,20,21]. Rapid thermal annealing of a sample that is encapsulated by an SiO$_x$ cap layer deposited on the surface by either chemical vapor deposition or electron beam evaporation also results in a significant blue shift of the bandedge. The magnitude of the blue shift is a function of the thickness of the dielectric film, and the annealing time and temperature. The main difference between this work and the previously reported work is the simplicity of the technique that we used to generate the vacancies and enhance the impurity free vacancy diffusion in the heterostructure.

In order to characterize our method of IFVD, several samples measuring 3 x 4 mm$^2$ of the MQW structure described above were first cleaned with solvents, and then coated with the spin-on glass and cured at 400°C for 30 minutes in a nitrogen/oxygen atmosphere. Conventional photolithography and photoresist masking was then used to etch off the SiO$_x$ layer from the surface of one half of each sample by immersing them in a buffered oxide etchant (BOE) (1:9 HF:H$_2$O) for 30 seconds. The samples were then annealed separately for 20 seconds at temperatures of 960, 970, 980, and 1000°C respectively.

The degree of disordering was then measured by comparing the room temperature photoluminescence (PL) and/or the absorption spectra of the SiO$_x$-capped region with the uncapped region, and also with an as-grown sample. As the Al atoms diffuse into the quantum well region, the abruptness of the interfaces is destroyed and the subband energies move apart, resulting in an increase in the $n = 1$ electron to heavy-hole transition energy. Figure 6 shows the measured room temperature photoluminescence of (a) an as-grown sample, (b) an annealed sample with no film on its surface, and (c) an annealed silicon oxide film coated sample. The thermal annealing was carried out at 980°C for 20 seconds. The heavy hole (hh) and light hole (lh) exciton transitions are clearly resolved in the case of the as-grown and the uncapped sample. The measurement indicates that the MQW intermixing achieved by this method, results in a difference of 37 nm of blue shifting between the effective band edge of the coated and the uncoated samples.
Fig. 6. Room temperature photoluminescence spectra of the MQW samples: a) from the as-grown sample; b) from the annealed sample with no film on its surface, and c) from the annealed SiO$_x$-capped sample.

The measured PL shift (in meV) as a function of annealing temperature is shown in Figure 7. It is clear that as the temperature is increased, the difference between the PL shifts of the encapsulated regions and the unencapsulated ones increases. However, the difference in PL shifts is not the only desired attribute, because a minimal shift of the PL from the unencapsulated regions is also an important consideration. From our experimental data plotted in Figure 7, it is evident that the optimum temperature at which the PL shift of the covered samples is substantial yet that of the uncovered remains small, is 980°C. It should be noted that there are applications in which some disordering of the “protected” MQW region is beneficial to the device performance. For example, in the devices studied in this work and described later on, the slight disordering in the switching region resulted in a faster recovery time of the devices.

5.1 Theoretical Modeling

As discussed earlier, the Al-Ga interdiffusion across the heterointerfaces has been modeled using an error function profile [16]. For a quantum well centered at $z = 0$, the Al composition varies across the well as:

$$x(z) = x_o \left[ 1 + \frac{1}{2} \text{erf} \left( \frac{z - W/2}{2\sqrt{Dt}} \right) - \frac{1}{2} \text{erf} \left( \frac{z + W/2}{2\sqrt{Dt}} \right) \right]$$
where $x_0$ is the initial Al concentration in the region surrounding the QW, $W$ is the initial well width, $D$ is the diffusion coefficient assuming isotropic Al-Ga interdiffusion, $t$ is the annealing time, and erf(·) is the error function. To find the diffusion coefficient at a given annealing temperature, we assume that the quantum well closest to the surface contributes to the part of the PL at its peak wavelength. We also assume that there is no coupling between the neighboring quantum wells, this assumption is valid because the barrier separating the wells is thick enough to prevent any noticeable interaction between the wave functions of the eigenstates inside the QWs. Thus, we can safely assume that the calculated $e\text{-}h\text{h}$ transition energy of a single well corresponds to that of our MQW structure. In the calculations of the electron and heavy-hole subband energies, the following parameters were used: the effective masses of the electron and the hh were considered to be $0.067 \, m$ and $0.48 \, m$, respectively (where $m$ is the free electron mass). The bandgap energy as a function of the Al composition, $x(z)$, was approximated by $E_g(\text{eV}) = 1.43 + 1.44x(z)$ and the energy offset ratio of the conduction to the valence band was taken to be 65:35. The $n = 1 \text{e-}hh$ transition wavelength for the 80 Å QW was calculated to be 834.6 nm, this value agrees with the measured PL of the structure which was found to peak at $\lambda = 835$ nm. The values of the diffusion coefficient that correspond to the blue shift at the annealing temperatures were calculated by an iterative procedure. For an
assumed value of $D$, the $e1$-$hh1$ transition energy of the intermixed QW with the corresponding error function potential barriers (Figure 8), was calculated using the transmission matrix method [22] and compared to the measured value until they are less than 0.5 meV apart. In Figure 9 we show the calculated values of $D$ plotted as a function of for both the capped and the uncapped samples. A curve fit of the data gives a single activation energy of $E_a \approx 4.4$ eV. This value is in good agreement with the results reported in the literature [22,23]. The fact that almost identical activation energies were obtained for both curves implies that the dissimilarity in disordering behavior between the SiO$_x$ capped and uncapped sample is due to the difference in the number of vacancies generated at the surface of the samples. From Figure 9, it is evident that the diffusion coefficient for the SiO$_x$ capped sample is one order of magnitude greater than that for the uncapped samples.

Single-mode ridge waveguides were fabricated from as-grown and intermixed samples and the waveguiding losses were measured using a thermally scanned Fabry-Perot transmission technique described above. The measurements indicated that the additional losses due to the vacancy induced disordering were around 8–10 dB/cm.

While the losses are still too high for the technique to be applicable to the integration of many devices, a simple demonstration of the application of this disordering technique has been performed with the realization of integrated all-optical devices described in the next section.
Fig. 9. Plot of the deduced values of the diffusion coefficient vs. 1/kT for both the capped and the uncapped samples.

6 GUIDED WAVE OPTICAL DEVICES

Resonant nonlinearities in MQW structures have emerged as promising effects that can be utilized to achieve all-optical switching in integrated waveguide devices. However, the integrated devices need to operate at wavelengths close to the band edge where the nonlinearity is high. This results in substantial losses due to the linear absorption that is present in all sections of the device of interest. Since the change in the refractive index is only needed in the active switching region, it is beneficial to limit the absorption of photons to that region only. Hence area-selective disordering can be used to blue-shift the absorption edge of the passive sections with a minimal effect on that of the switching section.

6.1 The Zero-Gap Nonlinear Directional Coupler

The first device described in this chapter is the zero-gap nonlinear directional coupler (NLDC) which consists of a single mode input waveguide, a dual-mode coupling section and two single-mode output waveguides (Figure 10). This device is a variant of the directional coupler proposed by Jensen [23]. The light is launched into the input waveguide and as it reaches the dual mode section it excites both the lowest symmetric and the lowest asymmetric
Fig. 10. Schematic drawing of integrated devices nonlinear zero-gap coupler switch. The shaded regions represent the non-intermixed areas, all other areas are intermixed.

modes. These modes propagate with different phase constants along that central section to the branching region. If the length of the dual mode section is equal to the critical coupling length, then owing to destructive interference between the modes, power is completely transferred into the output waveguide that is “crossed” to the input waveguide [24]. If the length of the central region extends beyond the critical coupling length, the light will be coupled back to the adjacent output waveguide that is “straight-through” to the input waveguide. By the proper choice of the length of the dual-mode section, we can achieve the coupling of a desired optical power from one waveguide to the other. Since the waveguide coupler is designed with a specific critical coupling length at a certain refractive index, then changing the refractive index results in changing $L_c$. Thus, the output port of the light can be switched from one port to the other. This change can be achieved optically by using the band-filling optical nonlinearity of the MQW structure. The phase difference can be controlled by the intensity of the input light, which affects the refractive index of the switching region resulting in an all-optical switch.

Except for the mode-beating section, all regions of the MQWs were intermixed to blue shift the band-edge away from the device operating wavelength. After the silicon oxide was spun on the surface, the film was cured as described above. Then using a contact mask photolithographic
process to define windows measuring 100 × 500 μm² in positive photoresist, a buffered oxide etch (BOE) was used to remove the oxide film within the exposed windows. After removing the photoresist, the sample was subjected to rapid thermal annealing at 980°C for 20 seconds to diffuse the vacancies into the MQW region. Thus apart from the windowed sections, the whole sample was intermixed. The zero-gap directional coupler was defined using a second step photolithography and aligned carefully so that the double-mode waveguide sections were exactly within the non-intermixed windows. Using a wet chemical etch consisting of H₃PO₄:H₂O₂:H₂O solution in the ratios of 1:1:10, a 350 nm thickness of the cladding layer is etched off to form cladding ridges that were 3.4 μm wide in the double-mode switching sections and 1.7 μm wide in the single mode waveguide branching sections. The length of the mode beating section was 500μm and the half-angle of the output capture waveguides was 0.8°. Finally the GaAs substrate was polished down to 100 μm thickness and the sample was cleaved to a total length of 1.7 mm assuring good facets. Figure 11 shows the simulation of a ridge waveguide that was solved by a beam propagation method.

6.2 The Integrated Mach-Zehnder Interferometer

Figure 12 shows a schematic drawing of the integrated Mach-Zehnder optical modulator, which is essentially two of the Y-junctions connected back to back. It contains a 500 μm long active switching region of non-intermixed MQW in one arm, while the other arm and the rest of the structure were made of disordered MQW. The same process described for the above was also used in the fabrication of this device except that in this case the defined windows were 20 × 500 μm². The angle between the branching output arms was 1.6° and after the sample was cleaved, the length of the input guide was 450 μm and the device length was 1.5 mm. PL measurements showed a distinctive difference between the peak wavelengths of the luminescence from the windowed (non-intermixed) and the intermixed regions. This indicates that the technique is highly area-selective. The absorption spectra for the intermixed and non-intermixed samples shown in Figure 13, indicate that the absorption spectrum is bodily shifted with only a slight degradation in the excitonic resonances.

Under low intensity conditions, the device is basically a balanced symmetric Mach-Zehnder interferometer [25]. The signal beam is split equally at the first Y-junction and the two waves propagate along the separate arms of the interferometer before getting recombined at the second Y-junction. With no control beam present, the two waves recombine in phase and hence the signal beam is reconstructed at the output and the device has a high optical transmission. An optical control pulse injected at the input is also
Fig. 11. BPM simulations of the zero-gap directional coupler.

Fig. 12. Drawing of symmetric nonlinear Mach Zehnder modulator. The shaded regions represent the non-intermixed areas while all other areas are intermixed.
split into two parts at the first Y-junction. Only the arm that contains the non-intermixed MQW will experience a nonlinear refractive index change. Consequently, only the signal wave propagating through the interferometer arm containing the non-disordered MQW will sense a nonlinear change in phase. When the two signal waves recombine at the second Y-junction, the phase difference leads to an incomplete reconstruction of the optical signal. If a nonlinear phase change of $\pi$ is induced then destructive interference occurs and the signal is totally switched into radiation modes and the transmission of the device is turned off. Hence the device functions as an optically controlled modulator that could be useful for optical demultiplexing applications.

6.3 Measurement of All-Optical Switching

To characterize the switching devices we used a pump-probe experimental set-up [26] shown in Figure 14, with a mode-locked Ti-sapphire laser as the light source. The laser wavelength was tunable in the range from 800 nm to 900 nm with a pulse width of 150 fs. In this pump-probe experiment, the laser beam was split into a strong pump-beam and a weaker signal beam (probe) that was modulated into rectangular pulses using a mechanical chopper. A half-wave plate was used to rotate the polarization of the control beam so that it was polarized in the horizontal direction, while the signal beam was polarized in the vertical direction. The temporal delay between the two pulses
was adjusted by changing the path length traversed by the signal beam. This was accomplished using a retro-reflector mounted on a computer-controlled delay stage. The two beams were recombined collinearly and focused into the input waveguide using a ×45 microscope objective lens with a numerical aperture of 0.65, resulting in an estimated coupling efficiency of 10%. To observe the output beam on a video monitor, another lens was used to image the output facets of the waveguide onto a CCD camera. The control beam was filtered out by the use of a cross-polarizer placed at the output of the device. A Si photodetector connected to a lock-in amplifier was used to detect the mechanically chopped signal beam from either output port of the device. Figure 15 shows the transmission of the signal in both output ports of the NLDC as a function of the delay between the control and the signal beams. The initial 63:37 split ratio of the output ports was switched to 30:70 with an exponential recovery time constant of around 300 ps. The total power through the two output ports remained constant and hence indicated that negligible nonlinear absorption took place.

The same optical setup was used to measure the switching performance of the integrated Mach-Zehnder device [27]. Figure 16 shows the output power being modulated by the injection of a strong optical control pulse. The device has a switch contrast of 15 to 1 and it too exhibited an exponential recovery time constant of about 300 ps. The effect of increasing the control beam intensity on the switching characteristics of the device is shown in Figure 17. As the intensity of the control beam is increased, the transmission increases until a certain intensity level is reached when the transmission starts to decrease with increasing intensity. This agrees well with the predicted sinusoidal dependence of the output signal on the control beam intensity.

---

**Fig. 14.** Optical set-up for time resolved measurements.

BS = Beam Splitter  
M = Mirror  
HWP = Half-Wave Plate
Fig. 15. Switching of the transmission of the signal pulses through the output channels A and B as a function of the time delay with the control pulses.

Fig. 16. Probe transmission in an integrated Mach-Zehnder interferometer as a function of the delay between the signal and the control pulses.
7 PROSPECTS FOR FUTURE INTEGRATED ALL-OPTICAL CIRCUITS

We have developed an inexpensive and reliable process for the area-selective disordering of MQW structures. The scattering losses due to the vacancy induced disordering was measured to be less than 10 dB/cm and work is currently underway to further improve on the waveguiding quality of the disordered MQWs. This technique has been applied to the fabrication of two integrated optical devices. In both devices, the mechanism for the switching is the nonlinear refractive index that is caused by photo-generated carriers. Since this mechanism entails absorption of some of the control beam, it is hence very important that the optical absorption be confined to the active sections only. Selective area disordering is shown to be very effective at defining regions of different bandgap energies. Hence it can be ensured that the energy of the control laser beam is too low in comparison to the bandgap energy of the passive regions to be absorbed and the free carriers are only created in the non-intermixed active sections. The controlled selective area intermixing of MQW structures will potentially play a significant role in the advancement of photonic integrated circuits.
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1 INTRODUCTION

Disordering in a superlattice (SL) occurs when the constituent atoms interdiffuse and the interfaces between quantum wells and barriers become fuzzy. With 100% disordering, the interface can disappear. Disordering gives rise to some interesting and useful properties — for example, a change in the energy gap and polarization-dependent changes in the refractive index. These changes can be locally induced on the wafer, and in most cases, the procedure for inducing them does not involve any complicated processes. This technique therefore seems very promising for the fabrication of semiconductor optical integrated circuits [1]–[12].

This chapter focuses on the polarization-dependent refractive-index changes induced by SL disordering and their applications to devices in GaAs/AlGaAs and InGaAs/InP systems.

The signs of refractive-index change with SL disordering are different for TE and TM modes. By using these polarization-dependent refractive-index changes, we can achieve a polarization mode-selective channel waveguide, or a polarization mode filter that passes only one polarization mode light (TE or TM light) [6–9]. Moreover, a polarization mode splitter, which divides the TE and TM polarization modes, can be achieved by utilizing mode-selective waveguides [12]. These polarization control devices are expected to play an important role in the semiconductor monolithic functional devices for future fiber transmission systems that will exploit polarization diversity.

In this chapter, first, the disordering methods that are suitable for polarization control devices using polarization-dependent refractive-index changes are described. Second, polarization-dependent refractive-index changes are explained based on experimental results. Next, polarization control devices such as a mode filter and a mode splitter are introduced as applications of polarization-dependent refractive-index changes. Finally, calculation models for polarization-dependent refractive-index change with SL disordering are discussed.

2 DISORDERING TECHNIQUES FOR PASSIVE FUNCTIONAL DEVICES — IMPURITY-FREE SELECTIVE DISORDERING

2.1 SiO₂/Si₃N₄ Cap Annealing

Two main methods have already been developed to induce disordering in selected areas of SLs. The first introduces impurities like Zn or Si, whose diffusion enhances the interdiffusion of the constituent atoms [13–18]. The other is impurity-free disordering [19–20].
Typical methods for the former type are the diffusion or implantation of Zn, Si and so on. In these techniques, diffused impurities induce the interdiffusion of constituent atoms in SLs, so that they are able to disorder. In disordering using Si atoms in GaAs/AlGaAs systems, the number of atoms necessary for this is $1 - 5 \times 10^{18} \text{ cm}^{-3}$ [21,22]. When impurities are introduced, however, they cause the free carrier absorption to increase. The loss of disordered waveguide formed by Si implantation at the long wavelength side of the bandgap of undisordered superlattices is $3-5 \text{ cm}^{-1}$ [22]. This value should be decreased for guided-wave devices. Implantations of B or F have been investigated in an attempt to reduce free carrier absorption and allow the fabrication of low-loss waveguides [23].

Impurity-free disordering methods, in contrast, are suitable for making waveguides because no carriers are generated. Figure 1 shows an example of the process involved in impurity-free disordering methods using rapid thermal annealing (RTA). An SiO$_2$ or Si$_3$N$_4$ film is deposited on the top of an SL structure by chemical vapor deposition, and patterned by a photolithographic technique. After that, rapid thermal annealing is done in an H$_2$ atmosphere. Only the region just under the cap becomes disordered. Disordering can be confirmed by observing photoluminescence (PL) peak shifts.

Details of impurity-free disordering using RTA in GaAs/AlGaAs and InGaAs/InP systems will be discussed in the following sections.

### 2.2 GaAs/AlGaAs Systems

In GaAs/AlGaAs systems, impurity free disordering is accomplished by SiO$_2$ cap rapid thermal annealing [20]. Ga vacancies are considered to contribute to disordering in this method. There is the possibility that waveguide loss will increase due to p or n type defects formed by Ga vacancies. The loss of waveguides formed this method, however, is 5–6 dB/cm which is small enough for guided-wave devices [7].

We will now discuss an example of RTA disordering in GaAs/AlGaAs systems. Undoped GaAs/AlAs SL structures are grown on (100) semi-insulating GaAs substrates by molecular beam epitaxy (MBE). Next, an approximately 200-nm-thick layer of SiO$_2$ is deposited on the SL. Then the SiO$_2$ is patterned by conventional photolithography and reactive ion etching followed by RTA at 950°C for 30s in an H$_2$ atmosphere at a heating rate of 30°C/s. This RTA partially disorders the SL structure under the SiO$_2$. Deppe et al. showed that impurities like Si do not diffuse from the SiO$_2$ cap [19]. The width of the disordered region was found to be wider than the SiO$_2$ pattern itself. This will be discussed in Section 4.1.1.

The disordering can be checked using PL measurements. Figure 2 shows an example of PL spectra in the disordering of SLs by SiO$_2$ RTA cap annealing [7]. The as-grown SL structure consists of 100 periods of 8-nm-thick GaAs
Fig. 1. Disordering process by cap annealing.
Fig. 2. PL spectra of SLs and disordered SLs by SiO$_2$ cap annealing. $\lambda_0$ is the PL peak position of the as-grown SL structure. The solid line is for the SiO$_2$ capless region after RTA, and the broken line is for the SiO$_2$ cap region after RTA.

well layers alternated with 8-nm-thick AlAs barrier layers. $\lambda_0$ is the PL peak position for the as-grown SL structure. The solid curve represents the PL spectrum of the SiO$_2$ capless region after RTA. The PL spectrum of the capless region still has a shoulder due to electron-light hole transitions. This indicates that the characteristics of the SL do not change significantly even after RTA in the capless region. The broken curve represents the SiO$_2$ cap region after RTA. The PL peak position of the cap region shifts by 62 nm toward the shorter wavelength from that of the capless region. This indicates that the cap region is disordered because of the RTA.

Figure 3 shows an example of measured propagation loss for slab waveguides fabricated using a disordered SL. The slab waveguides consist of the disordered SL (the as-grown SL structure has 100 periods of 8-nm-thick GaAs wells and 8-nm-thick AlAs barriers) and an Al$_x$Ga$_{1-x}$As ($x = 0.7$) cladding layer between the disordered SL and the substrate. A wavelength of 835 nm was used, which is the PL peak position of the non-disordered region. The solid line is the propagation loss of a disordered waveguide made by RTA with an SiO$_2$ cap. It is as low as 4–5 dB/cm. The broken line is the propagation loss of a waveguide with the impurity-induced disordering reported by Thornton et al. [3]. It is ten times greater than that of the channel waveguides fabricated using RTA with an SiO$_2$ cap. This shows that the disordered regions formed by annealing with a SiO$_2$ cap do not induce free
carrier absorption and so they can be used as low-loss waveguides even at
the PL peak wavelength of the as-grown SL.

2.3 InGaAs/InP Systems

For InGaAs/InP systems, there has been the report that SiO$_2$ cap rapid thermal
annealing is not very effective and various improvements are needed [24].

Si$_3$N$_4$ cap annealing is one useful technique in disordering InGaAs/InP
SLs and it is impurity-free and suitable for passive waveguided devices [5,9].

We will now discuss an example of disordering induced by Si$_3$N$_4$ cap
annealing [5]. An undoped InGaAs/InP SL structure is grown on a semi-
insulating InP substrate by gas source MBE. After a 150-nm-thick Si$_3$N$_4$
film is deposited and patterned, the structure is rapidly annealed once for
15 sec at 800°C in an H$_2$ atmosphere. This annealing partially disorders the
region under the cap but does not significantly affect the characteristics of
other regions. The lateral spread of disordering was estimated to be 1–2 $\mu$m
as described in Section 4.1.2 [7].
The degree of disordering in InGaAs/InP systems can be determined by measuring PL spectra in the same manner as in GaAs/AlGaAs systems. Figure 4 shows typical measured PL spectra. The as-grown SL structure consists of 125 periods of 2.8-nm-thick lattice-matched InGaAs well layers and 4.6-nm-thick InP barrier layers. The PL peak from the region under the Si$_3$N$_4$ cap was strongly blue-shifted because the energy level shift occurred due to the transformation from an initially square well compositional profile to a gradually graded profile.

The typical loss of waveguide formed by disordered SLs in InGaAs/InP systems is almost the same as that in GaAs/AlAs systems; about 4–5 dB/cm. Although the mechanism for rapid thermal disordering in InGaAs/InP systems is not clear, low loss disordered waveguides can be obtained by this disordering method.

3 POLARIZATION-DEPENDENT REFRACTIVE-INDEX CHANGE INDUCED BY SUPERLATTICE DISORDERING

Kapon et al. [6], have shown the following relationship exists among the refractive indices of the ordered SLs in the TE and TM modes or $n(TE)$, and
n(TM) and that of completely disordered SLs or $n_{CD}$:

$$n(TE) > n_{CD} > n(TM)$$

(1)

For partial disordering of SLs, polarization-dependent refractive-index changes [3,5,6] in the transparency region have the following relationship in GaAs/AlGaAs and InGaAs/InP SLs:

$$n(TE) > n_D(TE) > n_D(TM) > n(TM),$$

(2)

where $n_D(TE)$ and $n_D(TM)$ are the refractive indices of partially disordered SLs in the TE and TM modes, respectively. This relationship has been confirmed experimentally [6,25].

The refractive index must be discussed based on the band structure of materials. However, when considering the refractive indices of MQW structures at the transparent wavelength apart from exciton peaks, we can discuss the refractive indices for MQW using the thin film approximation (the Root Mean Square (R.M.S.) model) [26–30]. For polarization control devices using polarization-dependent refractive-index changes, operating wavelengths are apart from the bandgap of the devices. Therefore, thin film approximation can be used.

In terms of the thin film approximation, relationship (2) is considered to result from the following mechanism. The interdiffusion of the constituent atoms smoothes the interfaces between wells and barriers, which changes the composition profile, causing the refractive index profile to change. In the transparency region, the exciton effects are thought to contribute very little to refractive-index changes [26].

The variation in the refractive index is an important parameter to consider when designing optical devices. We can roughly estimate the amount of refractive-index changes based on PL peak shift due to disordering as Figure 2 shows. The degree of disordering can be roughly estimated by using the amount of PL peak shift. It seems that the difference in the refractive indices of non-disordered SLs for the TE and TM modes ($|n(TE) - n(TM)|$) decreases along with disordering and reaches zero at complete disordering. The measured PL peak shift is 62 nm in Figure 2, so the degree of intermixing is estimated to be about 15% determined by considering the PL peak wavelength of completely disordered SLs. Accordingly, the difference between the indices, $\Delta n(TE) = |n(TE) - n_D(TE)|$, $\Delta n(TM) = |n_D(TM) - n(TM)|$ are roughly estimated to be $4 \times 10^{-3}$.

The amount of refractive-index changes induced by disordering can be more directly obtained by measuring the wavelength responses of the waveguide with Bragg gratings [25].
Fig. 5. Structures of the InGaAs/InP ordered SL and the disordered SL waveguide with Bragg gratings.
Figures 5 and 6 show an example of estimating refractive-index changes using the waveguide with Bragg gratings. As Figure 5 shows, the SL structure was grown on an SI-InP substrate by gas source MBE. The SL structure consisted of 125 periods of 3-nm-thick InGaAs well layers and 5-nm-thick InP barrier layers. The PL peak wavelength before disordering was 1300 nm. The thickness of the SL was 1.0 μm and this layer structure worked as a transparent waveguide in the 1.55 μm-wavelength region. A Bragg grating was fabricated on the SL surface of the waveguide to act as a band-stop wavelength filter. The effective index of the waveguide was obtained from its wavelength response. A grating pitch of 231.9 nm was chosen so that the designed Bragg wavelength was inside the 1.48 to 1.55 μm range. The grating depth and waveguide length were 50 nm and 1–2 μm, respectively. The structural parameters were designed for the waveguide to support a single mode.

By using the measured effective index of the waveguide, the refractive index of the disordered SLs was calculated.

Figure 6 shows the annealing time dependence of refractive indices and PL peak wavelength. As the annealing time increased, the refractive index for the TE mode decreased and that for the TM mode increased. At the same time, the PL peak wavelength decreased, and this shift indicates that SL disordering occurred. The amount of disordering was found to increase with
annealing time, as indicated by the PL peak shift. The experimental results on the refractive-index changes agree with relationship (2). The refractive-index changes for an annealing time of 60s are $-1.1 \times 10^{-2}$ for the TE mode and $5 \times 10^{-3}$ for the TM mode at a wavelength of 1.55 μm. As the degree of disordering increases, the refractive indices of the TE and TM modes tend to approach the same value. The values are expected to coincide in the extreme case of 100% disordering. This is because with 100% disordering, material anisotropy disappears and uniform properties as from a bulk crystal appear.

These polarization-dependent refractive-index changes can be explained by the microscopic refractive index profile changes in the disordered SLs [30], which can be estimated from the refractive indices of alloy materials and diffusion theory. The overall refractive-index change can be estimated from the refractive index profile by extending the R.M.S. model. This will be discussed in detail in Section 5.

4 DEVICE APPLICATION

4.1 Mode-Selective Channel Waveguides / Mode Filters

Based on relationship (2) in Section 3, channel waveguides are expected to be fabricated whose lateral confinement is dependent on the optical polarization, i.e., TE and TM modes. The device structure for mode-selective channel waveguides is shown in Figure 7.

In Figure 7(a), the core and cladding regions of the channel waveguide are disordered SL and SL, respectively. The refractive index of the core regions is higher than that of the cladding region only for the TM mode. Therefore, this structure becomes a TM-mode-selective waveguide. In Figure 7(b), the structure is just the reverse, so it works as a TE-mode-selective waveguide.

4.1.1 Characteristics of mode-selective channel waveguides — GaAs/AlGaAs systems

By using disordered SLs with SiO₂ cap RTA, we can obtain mode-selective waveguides in GaAs/AlGaAs systems. An example of characteristics of the waveguides is described as follows [7]. Figures 8(a) and (b) show observed near-field patterns for the TM-mode and the TE-mode waveguides, respectively. A laser beam at a wavelength of 850 nm was endfire-coupled into the waveguides. The SL structure consists of 62 periods of 9.4-nm-thick GaAs well layers and 5.8-nm-thick AlAs barrier layers, and AlₓGa₁₋ₓAs ($x = 0.43$) is used as a cladding layer. Both the disordered and the non-disordered SLs are transparent for this wavelength. The length of the waveguide is about 1 μm. In Figure 8(a), the SiO₂ stripe is 3 μm wide.
It was confirmed that the TM mode light was guided along the channel in multimode and that the TE mode light was not laterally confined. On the other hand, in Figure 8(b), the TE mode light incident on the TE waveguide (with a capless region width of 15 \( \mu \text{m} \)) was guided in single mode whereas the TM mode light was not laterally guided. These pictures clearly indicate that mode selectivity is functioning in these channel waveguides.

In the TM waveguide in Figure 8(a), the optical confinement is about 15 \( \mu \text{m} \) wide, which is 10–12 \( \mu \text{m} \) wider than the width of the Si\(_2\)O\(_2\) stripe. For the TE waveguide in Figure 8(b), the optical confinement is about 3 \( \mu \text{m} \) wide, which is much narrower than the capless region which is 15 \( \mu \text{m} \) wide. This is due to the lateral spread of SL disordering which extends beyond the Si\(_2\)O\(_2\) cap width.

In GaAs/AlAs disordered SL mode-selective channel waveguides, it was difficult to fabricate single-mode channel waveguides because of the large lateral spread of disordering (about 6 \( \mu \text{m} \)). Especially for TM-mode-selective waveguides whose channel core region had to be formed by disordered SL, single-mode waveguides could not be achieved. However, a small lateral spread of disordering in GaAs/AlGaAs SL has been reported by Chi et al. [31]. A large lateral spread of disordering in GaAs/AlAs mode selective waveguides may not be inherent, although further investigation is necessary.

It was found that the photoelastic effect of Si\(_2\)O\(_2\) in the SL contributes little to waveguiding using disordering because the near-field distributions are very different from those for waveguides based on photoelastic effects [32].
Fig. 8. Observed near-field patterns and intensity profiles. TM and TE polarized lights are launched into (a) TM mode-selective waveguides and (b) TE mode-selective waveguides, respectively.

Fig. 9. Schematic diagrams of mode filters. (a) TM mode filter. (b) TE mode filter.

By using mode-selective channel waveguides, a mode filter can be achieved. Figures 9(a) and (b) are schematic diagrams of mode filters.

These filters have bending mode-selective channel waveguides to prevent unwanted light from going into the output port. The bending angle is 1 degree and the whole device is about 5 μm long. In the TM mode filter (Fig. 9(a)), the channel core is formed with a disordered SL, while the cladding layer is
formed with an SL. TM light is guided along the channel to the output port (Pout (TM)); at the bend, however, TE mode light diffuses into the substrate (Pd(TE)) and is not guided to the output port. The TE mode filter functions in a similar way.

Figure 10 shows near-field patterns for TE and TM mode filters. The wavelength used for the measurements was 1.15 μm. In the TM mode filter (Figure 10(a)), when TM mode light is introduced into the input port, guided light can be observed at the output port. However, when TE mode light is coupled into the input port, guided light can not be observed at the output port, and only some scattered light is produced at the output side.

Similar results are obtained for the TE mode filter (Figure 10(b)).

Figure 11 shows the output power as a function of the polarization angle of the incident light. The TE polarization corresponds to θ = 0 degree and the TM polarization to θ = 90 degrees. The maximum output power was normalized to zero dB for both filters. For TE mode filters, as the polarization angle increases from 0 degree (TE polarization) to 90 degrees (TM polarization), the output power decreases. In TM mode filters, as the polarization angle decreases from 90 degrees to 0 degree, the output power decreases. These results clearly indicate that these waveguides can function as TE/TM polarization filters. An extinction ratio of about 14 dB was attained for both filters.

4.1.2 Characteristics of mode-selective channel waveguides — InGaAs/InP systems

TE and TM mode-selective waveguides in InGaAs/InP systems can also be fabricated using the same waveguide structure described in Section 4.1.1. An example of mode-selective waveguides in InGaAs/InP systems is described as follows [9]. The SL structure and the fabrication process are the same as those in Section 2.3. The near-field patterns for the TE and TM waveguides at a wavelength of 1.52 μm are shown in Figs. 12(a) and 12(b), respectively. Both the disordered SL and the non-disordered SL are transparent at this wavelength. The length of the waveguides is about 1.5 μm. In Figure 12(a), the width of the Si3N4 capless region is 8 μm. Only the TE mode light was guided along the channel in a single mode. The TM mode light was not laterally confined. In Figure 12(b), the Si3N4 stripe is 5 μm wide. The result is just the opposite: the TM mode light coupled into the TM waveguide is guided in a single mode, whereas the TE mode light is not laterally guided.

In InGaAs/InP SL, both TE and TM mode-selective channel waveguides can guide single-mode-light because the amount of lateral spread of disordering is small (around 1 μm) compared to that in GaAs/AlAs systems.
Fig. 10. Observed near-field patterns of mode filters. (a) TM mode filter. (b) TE mode filter.
The propagation loss was measured at a wavelength of 1.52 µm by the cutback method for disorder-fabricated channel waveguides. The propagation loss was 5-6 dB/cm in both the TE and TM mode-selective channel waveguides. This value is almost the same as that for slab waveguides fabricated by disordering in a GaAs/AlAs SL. These long-wavelength channel waveguides can be used as low-loss waveguides.

The polarization dependence of the output power is shown in Figure 13. The TE and TM polarizations correspond to θ = 0 degree and θ = 90 degrees, respectively. The maximum output power was normalized to zero dB for both selective waveguides. For the TE mode-selective channel waveguide, as the polarization angle increases from 0 degree (TE polarization) to 90 degrees (TM polarization), the output power decreases. In the TM mode waveguides, the function is just the reverse. As Figure 13 shows, the extinction ratio was found to be about 13 dB in both mode waveguides. However, this extinction ratio can probably be improved by introducing a bent waveguide structure to diffuse unwanted polarization light into the substrate from the waveguide core as discussed in Section 4.1.1.

The amount of refractive-index changes induced by disordering (n(TE)-n(TE) and n(TM)-n(TM)) was estimated by using PL peak shifts and the wavelength response of the waveguide with Bragg grating in Section 3.
The index changes can also be estimated by observing the near-field patterns of TE and TM mode-selective waveguides which have various waveguide widths. Figure 14 shows an example of experimental data. The abscissa denotes the widths of Si$_3$N$_4$ capless widths and cap widths, and the ordinate the amount of the variation in indices induced by disordering. For TE waveguides, the capless region widths ranged from 4 to 14 $\mu$m and for TM waveguides, the cap region widths ranged from 3–7 $\mu$m. The observed mode patterns are very dependent on the Si$_3$N$_4$ capless and cap widths for TE and TM waveguides, respectively. The two bars correspond to the experimental...
transition regions between single mode and multi-mode guiding. Figure 15 shows device structures and examples of near-field patterns for TE- and TM-mode-selective waveguides with various channel widths.

The right bar in Figure 14 is for TE waveguides, and widths narrower than 10 $\mu$m; a single mode can be observed. On the other hand, for the waveguides with widths wider than 10 $\mu$m, multimode is observed (see Figure 15(a)). Comparing the experimental results with the single mode conditions calculated by the effective index method (the solid curve in Figure 14), the amount of variation in the indices between the disordered regions and the nondisordered regions is estimated to be $1 \times 10^{-3}$.

In TM-mode-selective waveguides, the guided mode changed from single mode to multimode in the 7 $\mu$m-wide waveguide (see Figures 14 and 15(b)). This corresponds to a refractive-index change of $2 \times 10^{-3}$. These index change values are almost the same as those for the annealing time of 15 s in Figure 6.

The characteristics of mode-selective waveguides were measured with Si$_3$N$_4$ film coated. The refractive-index changes due to stress field induced by Si$_3$N$_4$ film can be neglected because they are much smaller than those due to disordering [9,32].
4.2 Mode Splitter

A semiconductor guided-wave polarization mode splitter that divides the TE and TM polarization modes as well as the mode filter is expected to be one of the key devices in future fiber transmission systems that will exploit polarization diversity. Several kinds of mode splitters have already been reported [10,11]. A directional coupler that has one waveguide with a metal cladding works as a polarization mode splitter because of its asymmetric structure [10]. Another kind of directional-coupler-type mode splitter uses both current and voltage to control TE and TM polarizations independently [11]. To adjust coupling length, however, these devices require tuning electrodes or high accuracy in fabrication, or both.

Here, we will discuss a mode splitter using polarization-dependent refractive-index changes induced by SL disordering [12], which does not require any electric control schemes and complicated in fabrication.

4.2.1 Device Structure

The device consists of input, output, and mode-splitting regions (Figure 16). The most important is the mode-splitting region, where disordered and
Fig. 15. Device structures and near field patterns of mode-selective waveguides with various channel widths. (A) TE mode-selective waveguide. (B) TM mode-selective waveguide.
non-disordered waveguides are formed adjacent to each other. Figure 17 shows a cross-section of this region. The channel waveguide has a rib structure, and the core is composed of both disordered and nondisordered SLs. The TE mode tends to propagate in the nondisordered core region because, as Figure 17(b) shows, the refractive index for TE mode light is higher there. The TE mode light therefore can be guided to the nondisordered output port. For the TM mode, the relationship of the refractive indices is just the reverse, so the TM mode light can be guided from the disordered core region to the output port.

How effective splitting would be for the TE mode can be calculated by using the beam propagation method (BPM). The amplitude and the spatial distribution changes of the field in the guided wave can be obtained using this method [33,34]. Figure 18 shows the calculated results for a device with a total length of 800 μm. The angle between the branches is 1 degree, and the core is 10 μm wide. It is assumed that \( n(\text{TE}) = 3.337 \), the refractive index of the non-disordered region, and that \( \Delta n = n(\text{TE}) - n_D(\text{TE}) = 1.2 \times 10^{-3} \), the difference between the nondisordered and the disordered regions. Almost all the TE-mode light shifts over to the non-disordered region.

4.2.2 Typical experimental results

The SL structure for the mode splitter is the same as that used for the mode-selective waveguides in Section 4.1.2. A typical structure for the mode...
splitter is as follows. The mode-splitting region and the tapered input and the output regions have 25-nm-high rib structures. The splitting region is 1000 μm-long and both the disordered and the nondisordered core regions are 7 μm-wide. The total device is 3 mm-long. The propagation loss of channel waveguides is 5–6 dB/cm, and the excess loss in the branch region is 1–2 dB [9].

The fabrication of the device is almost the same as that of mode-selective waveguides in InGaAs/InP systems. The ribbed structure of the waveguides, including the input and the output regions, is fabricated by wet etching.

Typical near-field patterns and intensity profiles of the mode splitter at a wavelength of 1.52 μm are shown in Figure 19(a) and 19(b).
Fig. 18. BPM calculation of the mode splitter for the TE mode. The angle between the branches in the calculation model was 1 degree, and the core was 10 \( \mu \)m wide. We assumed that \( n(\text{TE}) = 3.337 \), the refractive index of the non-disordered region, and that \( \Delta n = n(\text{TE}) - n_D(\text{TE}) = 1.2 \times 10^{-3} \), the difference between the nondisordered and the disordered regions.
Fig. 19. (a) Near-field patterns and (b) intensity profiles of the mode splitter at a wavelength of 1.52 μm.
A 45-degree-polarized incident light is endfire-coupled into the input port. The output light is observed through a polarizer. The TE-mode light is guided along the non-disordered region to one output port and the TM-mode light is guided along the disordered region to the other output port. These results clearly indicate that mode-splitting works. The crosstalk is about $-10$ dB (Figure 19(b)).

Various semiconductor mode splitters have already been reported, but their bandwidth is limited and their fabrication tolerance is low because they all use directional-couplers as a key component. The device described here, on the other hand, is based on a different operation principle, and its bandwidth should be fairly large and its fabrication tolerance should be fairly high. In addition, no electrical control scheme, such as current injection and voltage application, is necessary.

5 CALCULATION MODELS FOR POLARIZATION-DEPENDENT REFRACTIVE-INDEX CHANGE

5.1 Method of calculation

The relationship of refractive-index changes can be explained by a model based on refractive index profiles by considering the interdiffusion of SL interfaces. The refractive indices of an SL dependent on polarization modes in the transparency wavelength region are given by

$$n^2(\text{TE}) = \frac{n_w^2L_w + n_B^2L_B}{L_w + L_B}$$  \hspace{1cm} (3a)$$

$$n^2(\text{TM}) = \frac{L_w + L_B}{\frac{L_w}{n_w^2} + \frac{L_B}{n_B^2}}$$  \hspace{1cm} (3b)$$

where $L_w$ and $L_B$ are the thicknesses of the well and the barrier, respectively, and $n_w$ and $n_B$ are the corresponding refractive indices of the wells and the barriers (Figure 20(a)) [27–29]. These equations are given by the Root Mean Square (R.M.S.) model.

After disordering, the interdiffusion of constituent atoms at the interfaces of well layers and barrier layers generates an intermediate layer where the composition changes gradually (Figure 20(b)). This composition profile change induces the refractive index profile to change.

By extending Eqs. 3a and 3b, the refractive indices for TE and TM modes are given by

$$n_B^2(\text{TE}) = \frac{1}{T} \int_0^T n^2(z)dz$$  \hspace{1cm} (4a)$$
Fig. 20. Composition profile and refractive index profile. $L_w$ and $L_B$ are the thicknesses of the well and the barrier, and $n_w$ and $n_B$ are the refractive indices of the well and the barrier.

\[ n_D^2(TM) = \frac{T}{\int_0^T \frac{dz}{n^2(z)}} \]  

(4b)

where $n(z)$ and $T$ are the refractive index profile and the film thickness of the SL period, respectively. The details are provided in the appendix. We call these equations (4a and 4b) the extended R.M.S. model.

The refractive-index changes are also induced by the change of the bandgap along with the composition profile change accompanied by dis ordering. Here, we will focus on the refractive-index changes in the transparent wavelength region which is far enough away from the bandgap. The energy difference between the wavelength considered and the bandgap wavelength (the detuning energy) is more than 0.1 eV. Referring to the detuning
dependence of refractive-index change, due to bandgap change induced by Quantum Confined Stark Effect, the amount of refractive-index change, due to bandgap change in the above transparent wavelength region, can be estimated to be at most in the order of $10^{-4}$. This value is sufficiently small compared to the amount of refractive-index change due to disordering that is discussed here. The refractive-index change due to disordering is considered to be mainly induced by composition profile change. Therefore, we can neglect the effect of refractive-index changes due to bandgap change accompanied by disordering.

Polarization-dependent refractive-index changes are calculated as follows. First, the composition profile is calculated using the diffusion equation of constituent atoms. Second, the composition profile is transformed into a relationship between the refractive indices and mole fractions of ternary or quaternary materials. Finally, the polarization-dependent refractive-index changes can be determined using the extended R.M.S. model (Eq. (4)).

5.2 GaAs/AlGaAs Systems

In the GaAs/AlGaAs system, only group III atoms diffuse into well and barrier layers when disordering. The diffusion constant has been reported to be the same in the wells and barriers [35,36]. The Al composition profile after disordering can be calculated based on the simple diffusion equation that follows:

$$\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2}$$  \hspace{1cm} (5)

where $C(x, t)$ is the Al concentration and $D (= D_W = D_B)$ is the diffusion constant in wells ($D_W$) and barriers ($D_B$). The solution is

$$C(x, t) = \frac{1}{2\sqrt{\pi D t}} \int_{-\infty}^{\infty} f(\lambda) \exp \left( -\frac{(\lambda - x)^2}{4Dt} \right) d\lambda$$  \hspace{1cm} (6)

where the initial condition is

$$t = 0, \quad c(x, 0) = f(x), \quad -\infty < x < \infty$$  \hspace{1cm} (7)

The diffusion length is defined as $\Delta = \sqrt{Dt}$ which is related to the degree of disordering. Figure 21(a) shows examples of calculated Al composition profiles of ordered and partially disordered SLs. The ordered SL structure has 9.4-nm-thick GaAs wells and 5.6-nm-thick AlAs barriers. The Al atom diffusion length $\Delta$ is 0.5 nm. From this Al composition profile, we can determine the refractive index profile using the relationship between refractive indices and Al mole fractions obtained by Casey et al. [37]. Figure 21(b) shows the refractive index profile at a diffusion length of 0.5 nm.
Fig. 21. Calculation results for (a) the Al composition profile and (b) the refractive index profile in ordered and disordered SLs. The ordered SL structure has 9.4 nm-thick GaAs wells and 5.6 nm-thick AlAs barriers. The diffusion length is 0.5 nm.
Using the extended R.M.S. model (Eq. (4)), we can calculate the refractive-index changes. Figure 22 shows the dependence of relative refractive index changes for TE and TM modes \((\Delta n_{D}(\text{TE})-n(\text{TE}))\) and \((\Delta n_{D}(\text{TM})-n(\text{TM}))\) at a wavelength of 0.85 mm on Al atom diffusion length. The SL has 9.4-nm-thick GaAs well layers and 5.6-nm-thick AlAs (Al mole fraction \(x = 1\)) barrier layers. As the diffusion length becomes longer (the degree of disordering increases), \(\Delta n(\text{TE}) = n_{D}(\text{TE}) - n(\text{TE})\) decreases and \(\Delta n(\text{TM}) = n_{D}(\text{TM}) - n(\text{TM})\) increases. The refractive-index changes range from \(10^{-3} - 10^{-2}\). These results agree well with the experimental results discussed in Section 3. By comparing calculated and experimental results, it can be estimated that an annealing time of 30 s yields a degree of disordering that corresponds to a diffusion length of around 0.5 nm.

The refractive-index changes are dependent on the thickness of the well and barrier. Figure 23 shows the relative change in refractive index \((\Delta n(\text{TE})\) and \(\Delta n(\text{TM})\)) as functions of well width at a diffusion length of 0.5 nm. The barrier thickness is 5.6 nm and the Al mole fraction of the barriers \((x)\) equals one. As the well thickness increases, the relative change in refractive indices for both TE and TM modes decreases (in absolute terms). The TE mode yields larger (absolute terms) relative refractive-index changes than the TM mode. Larger relative changes in refractive index are obtained with narrow
well widths. At a well width of 3 nm, the relative refractive-index change for the TE mode is \(-0.017\) and that for the TM mode is \(0.0055\). Figure 24 shows the relative refractive-index changes as functions of barrier width at a diffusion length of 0.5 nm. The well thickness is 9.4 nm. Almost the same relationship is apparent.

Figure 25 shows the relative change in refractive index as functions of the Al mole fraction of the barrier at a diffusion length of 0.5 nm. As the Al mole fraction increases (barrier height increases), the relative change in refractive index increases for both TE and TM modes; the TE mode has a the larger increase (in absolute terms).

The results in Figures 23, 24 and 25 indicate that narrow wells, as well as high and narrow barriers, yield large changes in the refractive index; these are useful in fabricating polarization-control waveguide devices.

5.3 InGaAs/InP Systems

In InGaAs/InP systems, the diffusion of group V atoms plays an important role in disordering. Here, it is assumed that (i) only group V atoms contribute to disordering [38] and that (ii) the diffusion constants are different in wells and barriers [39]. With these assumptions, the simple error function fails to develop the composition profile of this system. Instead, we can calculate the
Fig. 24. Relative change in refractive index as a function of barrier width at a diffusion length of 0.5 nm.

Fig. 25. Relative change in refractive index as a function of the aluminum mole fraction of the barrier at a diffusion length of 0.5 nm.
composition profile directly from the diffusion equation and then determine the refractive index profile using the following formula which gives the refractive index for Ga$_x$In$_{1-x}$As$_y$P$_{1-y}$ [40]:

$$n^2 = 1 + \frac{E_d}{E_0} + \frac{E_d}{E_0^3} E^2 + \frac{\eta}{\pi} E^4 \ln \left( \frac{2E_0^2 - E_g^2 - E^2}{E_g^2 - E^2} \right)$$  \hspace{1cm} (8)

where

$$\eta = \frac{\pi E_d}{2E_0^3(E_0^2 - E_g^2)}$$  \hspace{1cm} (9)

for photon energy $E (= h\nu)$ and with

$$E_0 = 0.595x^2(1 - y) + 1.62xy - 1.891y - 0.524x + 3.391$$

$$E_d = (12.36x - 12.71)y + 7.54x + 28.91,$$

$$E_g = 1.35 + 0.668x - 1.17y - 0.758x^2 + 0.18y^2 - 0.069xy$$

$$- 0.322x^2y + 0.03xy^2.$$ 

The lattice-matching condition to InP is $y = 2.197x$.

Figure 26 shows examples of relative changes in refractive indices for TE and TM modes as functions of P atom diffusion length in barriers at a wavelength of 1.55 μm. The SL consists of 3-nm-thick InGaAs well layers and 5-nm-thick InP barrier layers. This SL has the same structure as the mode splitter [12]. In this figure, $\gamma (= D_W/D_B)$ is the ratio of diffusion constant in the well (= $D_W$) to that in the barrier (= $D_B$).

In the InGaAs/InP system, the refractive-index changes are strongly dependent on the diffusion constant ratio $\gamma$. With a simple diffusion constant ($\gamma = 1$), the index change that accompanies the increase in diffusion length (an increase in the degree of disordering) does not agree with the experimental results. The calculated results indicate that the signs of the relative changes in refractive indices for TE and TM modes are minus whereas the signs recorded experimentally are plus and minus (see Figure 6). At $\gamma = 0.7$, the signs agree.

Figure 27 shows the relative change in refractive index as functions of the diffusion constant ratio at a diffusion length of 0.8 nm (barriers). The hatched area indicates that the signs of relative refractive-index changes, TE and TM modes, are opposite to one another. This agrees with the experimental results in Figure 6. Taking into consideration the sign and the change in the refractive indices, a diffusion length of 0.8 nm and a diffusion constant ratio of around 0.74 agree with the experimental results for an annealing time of 60s. For this case, the changes in refractive indices are about $-1.1 \times 10^{-2}$ for TE and $5 \times 10^{-3}$ for TM modes.
Fig. 26. Relative change in refractive index as a function of P atom diffusion length in barriers at a wavelength of 1.55 μm. $\gamma$ is the diffusion constant ratio ($D_W/D_B$).

Fig. 27. Relative change in refractive index as a function of diffusion constant ratio at a diffusion length of 0.8 nm (barriers).
Fig. 28. Relative change in refractive index as a function of well width at a diffusion length of 0.8 nm (barriers).

Fig. 29. Relative change in refractive index as a function of barrier widths at a diffusion length of 0.8 nm (barriers).
The relative change in refractive index in the InGaAs/InP systems is also dependent on well and barrier thickness. Figure 28 shows the relative change in refractive index as a function of well widths at a diffusion length of 0.8 nm (barriers). The barrier thickness is 5 nm. As the well thickness increases, the absolute value of the change in refractive index decreases for both TE ($|n_D(TE) - n(TE)|$) and TM ($|n_D(TM) - n(TM)|$) modes. Figure 29 is a corresponding plot for barrier width; the diffusion length is 0.8 nm (barriers). The well thickness is 3 nm. Figures 28 and 29 indicate the basic relationship; the relative change in refractive index decreases with well or barrier thickness. This is true for both systems.

6 SUMMARY

This chapter described the polarization-dependent refractive-index changes induced by SL disordering and its application in devices such as polarization mode filters and mode splitters in GaAs/AlGaAs and InGaAs/InP systems. The refractive-index changes were explained based on the extended R.M.S. model considering the interdiffusion of SL interfaces. By using SL disordering, polarization-dependent index changes can be created in selected areas. This means that the polarization control devices described here using polarization-dependent refractive-index changes can easily be integrated with other semiconductor optical functional devices such as lasers, detectors and so on. Such monolithic devices are expected to play an important role in future photonic networks.

Appendix

Refractive indices of thin film materials are introduced intuitively based on Maxwell’s equation [41]. Figure 30(a) shows the model of 2-layer thin film materials. $t_i$ is the thickness of the $i$ material ($i = 1, 2$) and $\varepsilon_i$ is its dielectric constant ($i = 1, 2$). First, we consider the case where the electric vector is perpendicular to the interfaces (TM mode). According to the continuous conditions of Maxwell’s equation, the normal component of the electric displacement must be continuous across the material interface. Therefore the electric displacement must have the same value $D$ in both materials. If $E_i$ is the corresponding electric field,

$$E_i = \frac{D}{\varepsilon_i} (i = 1, 2).$$  (10)
Fig. 30. Calculation model of refractive indices for thin film materials. (a) Two-layer material; (b) n-layer material; (c) Material whose dielectric constant changes continuously with period of T.

The mean field $E$ averaged over the total volume is

$$E = \frac{t_1 E_1 + t_2 E_2}{t_1 + t_2} = \frac{t_1 \frac{D}{\varepsilon_1} + t_2 \frac{D}{\varepsilon_2}}{t_1 + t_2}$$

(11)
The effective dielectric constant $\varepsilon_{\text{TM}}$ is

$$\varepsilon_{\text{TM}} = \frac{D}{E} = \frac{1}{\frac{t_1}{\varepsilon_1} + \frac{t_2}{\varepsilon_2}} = \frac{t_1 + t_2}{\frac{t_1}{\varepsilon_1} + \frac{t_2}{\varepsilon_2}}$$  \hfill (12)

Using the relationship between the dielectric constant $\varepsilon$ and refractive index $n$ described by

$$\varepsilon = n^2,$$  \hfill (13)

we can obtain the refractive index relationship based on the R.M.S. model given by

$$n_{\text{TM}}^2 = \frac{t_1 + t_2}{\frac{t_1}{n_1^2} + \frac{t_2}{n_2^2}}$$  \hfill (14)

where $n_{\text{TM}}$ is the averaged refractive index of thin film materials and $n_i (i = 1, 2)$ is the refractive index of the material.

Next, we consider the case where the electric vector is parallel to the interfaces (TE mode). According to the continuous conditions of Maxwell's equation, the tangential component of the electric vector is continuous across the interface. Therefore, the electric field must have the same value $E$ in both materials. If $D_1$ and $D_2$ are the corresponding electric displacements,

$$D_i = \varepsilon_i E (i = 1, 2).$$  \hfill (15)

The mean electric displacement $D$ is

$$D = \frac{t_1 D_1 + t_2 D_2}{t_1 + t_2} = \frac{t_1 \varepsilon_1 E + t_2 \varepsilon_2 E}{t_1 + t_2} \cdot$$  \hfill (16)

Considering the effective dielectric constant $\varepsilon_{\text{TE}} (= D/E)$, we can obtain the averaged refractive index $n_{\text{TE}}$ in the TE mode as shown by

$$n_{\text{TE}}^2 = \frac{t_1 n_1^2 + t_2 n_2^2}{t_1 + t_2}.$$  \hfill (17)

In the case of $n$-layer materials in Figure 30(b), the averaged refractive indices are given by

$$n_{\text{TM}}^2 = \frac{\sum_{i=1}^{n} t_i}{\sum_{i=1}^{n} \frac{t_i}{n_i}},$$  \hfill (18-1)

$$n_{\text{TE}}^2 = \frac{\sum_{i=1}^{n} t_i n_i^2}{\sum_{i=1}^{n} t_i}.$$  \hfill (18-2)
When the refractive index \( n \) changes continuously (Figure 30(c)), the averaged refractive indices are given by

\[
n^2_{\text{TM}} = \frac{T}{\int_0^T \frac{dx}{n(x)^2}}
\]

\[
n^2_{\text{TE}} = \frac{1}{T} \int_0^T n(x)^2 dx,
\]

where \( n(x) \) is the refractive index profile and \( T \) is the period of the thin film material.
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Broad spectrum InGaAs/InP Quantum Well Infrared Photodetector via Quantum Well Intermixing
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Abstract

We have demonstrated red shifting and broadening of the wavelength response of a bound-to-continuum ultra-thin p-type InGaAs/InP quantum well infrared photodetector (QWIP) after growth via quantum well intermixing. A substantial bandgap blue shift, as much as 292.5 meV at 900°C have been measured and the value of the bandgap shift can be controlled by the anneal time. Compared to the as-grown detectors, the peak spectral response of the intermixed detector was shifted to longer wavelengths without any major degradation in the responsivity characteristics. In general, the overall performance of the intermixed QWIP has not dropped significantly, with the spectral broadening taken into account. Thus, the post-growth control of the
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quantum well composition profiles offers unique opportunities to fine tune various aspects of a photodetector's response. Theoretical modeling of the intermixing effect on the energy levels is performed based on the effective bond-orbital method and obtain a very good fit to the photoluminescence data.

KEY WORDS: red shift, peak response, multiple quantum well, dark current characteristics, absolute response, quantum efficiency, quantum well intermixing, and rapid thermal annealing.

1 INTRODUCTION

Since the first proposal of the semiconductor multiple quantum wells (MQW's) by Esaki and Tsu [1], there have been extensive theoretical and experimental studies on this subject. To date, lattice-matched MQW's including GaAs-Al<sub>x</sub>Ga<sub>1-x</sub>As, InAsGaSb, In<sub>x</sub>Ga<sub>1-x</sub>As-InP, Ga<sub>1-x</sub>In<sub>x</sub>As-Al<sub>1-x</sub>Ga<sub>x</sub>As can be grown by molecular beam epitaxy (MBE) with nearly perfect interface quality [2-5]. Good quality strained-layer superlattices [6] have recently been successfully grown. These include Ga (As,P), Ga (As,Sb), (A1,Ga) Sb, (In, Ga,Al)As, and Si-Ge systems [7-9]. Detailed information about the electronic, optical, and transport properties of semiconductor MQW's has been accumulated via various experimental techniques [10-14]. Theoretically, many sophisticated methods have been used to calculate the electronic band structures and optical properties of these systems. These include psuedopotential [15,16] tight-binding [17-19], effective mass [20-22], k.p [23], wannier-orbital [24], and bond-orbital [25] methods. With all of these efforts, fundamental physical phenomena such as excitonic excitation, electron and hole tunneling, impurity states, quantum stark effect, lattice vibrations, electron-phonon coupling, inter-subband transitions, and quasi-two dimensional plasma are more or less understood. With ample knowledge about the fundamental physical phenomena available to us, we have reached the stage where the combination of experimental characterization with detailed theoretical analysis can now provide meaningful engineering design of quantum well devices that will find immediate application. Some of the more successful applications include quantum-well lasers [26-28], optical switches [29-31], photodetectors [32-34], and optical modulators [35-37].

In recent years, considerable interest has focused on the fabrication and characterization of III-V based quantum well infrared photodetector [38]. Modern photoconductive quantum well infrared photodetectors, with responses at various wavelengths from 5–12 μm, were first demonstrated by B.F. Levine et al. in 1987 [39]. A schematic of the type I quantum well structure is shown in Figure 1. In most QWIP devices, a signal is generated
when a quantum well absorbs infrared radiation. This excites electrons from the ground state to an excited state from which the excited electron is collected by an applied field, resulting in photocurrent. The use of these materials rather than conventional mercury cadmium telluride (MCT) detector is based upon two advantages:

First, these detectors are fabricated from GaAs/Al$_x$Ga$_{1-x}$As quantum well superlattices, a significantly less expensive, more uniformly grown and more abundant material than MCT. Second, standard high yield GaAs integrated circuit fabrication techniques may be used, paving the way for advanced sensor arrays and their cost effective manufacture with existing

\[ L_W = \text{Well width (40Å)} \]
\[ L_B = \text{Barrier width (300Å)} \]
\[ L_P = \text{Width of one period of the structure (340Å)} \]
\[ L_D = \text{Width of intentionally doped region in the quantum well (center 20Å of quantum well)} \]
\[ N_D = \text{Doping concentration intentionally introduced in the quantum well over a region of width } L_D \text{ (1.0 x 10}^{18}/\text{cm}^3) \]

Fig. 1. Schematic drawing of the type I quantum well structure. The parameters for the standard structure are indicated above.
infrastructures. The price paid for the easy fabrication of QWIPs is that they have lower quantum efficiency and higher dark current than ideal narrow gap detectors such as MCT [40]. The many fabrication problems in MCT make it generally unsuitable for a large array technology or monolithic integration. Here is where QWIPs find their niche. The GaAs/Al$_x$Ga$_{1-x}$As QWIP is easier to fabricate, less expensive to grow, and non uniform across large area two-dimensional (2-D) arrays at low cost. Long-wavelength imaging systems such as the 15 $\mu$m cut-off 128 $\times$ 128 QWIP FPA camera, 256 $\times$ 256 Portable QWIP FPA camera, 9 $\mu$m cut off 640 $\times$ 436 QWIP FPA camera, and 256 $\times$ 256 Palm size QWIP FPA camera have been demonstrated by the Jet Propulsion Laboratory and achieved an excellent imagery with a noise equivalent differential temperature of 30 mK [41].

Superlattice detectors are therefore extremely versatile due to the nearly limitless possibilities of bandgap engineering (three fundamental structures: bound-to-bound, bound-to-continuum, and bound-to-miniband). Besides the successful GaAs/Al$_x$Ga$_{1-x}$As superlattice, other III-V materials have indicated promise as LWIR detectors. Incremental engineering advancements are quickly changing the perspective on QWIP, towards one of great hope, as its successor to MCT in LWIR array technology. Cost issues affect the development and function commercialization of such technology.

In spite of the successful developments of intersubband GaAs/Al$_x$Ga$_{1-x}$As QWIP technology, only little effort has focused on broadspectrum / multicolor detection using the InGaAs/InP material system [42]. The InGaAs/InP material system [43] has the advantage of binary InP barriers which have the potential for improved barriers quality and transport. This implies a lower dark current relative to the GaAs/Al$_x$Ga$_{1-x}$As material system which has ternary barrier employing aluminium. Also due to the high quality InP barriers, lattice matched InGaAs/InP ternary may have superior properties compared to GaAs/AlGaAs QWIPs. Apart from the excitation of electrons, using holes in the InGaAs/InP system offers three potential advantages: The first is a reduction in the dark current. The larger mass of the holes in the InGaAs/InP system relative to the mass of electrons, leads to lower tunneling probability and therefore lower dark currents. The second advantage is that a broader spectral response can be achieved. In the plane of the well, the energy-momentum relation for holes is not a single parabola, as in the case of electrons, and therefore absorption from one subband to another does not occur at the same transition energy for all hole moments. This results in a broadening of the absorption spectrum which is beneficial for broad spectral imaging. Finally, most of the GaAs/AlGaAs bandgap discontinuity is in the conduction band, whereas in InGaAs/InP p-QWIP intersubband absorption can occur at a much shorter wavelength.

Modifying the layer (i.e., quantum well and/or barrier width) thickness will change the absorption wavelengths of the raw material. In this manner, one
can grow detectors which are tuned for absorption at various wavelengths. This method, however, relies on a separately grown superlattice, possibly on different substrates for each different absorption peak wavelength desired. An alternative method to achieving variation in absorption peaks which can easily be employed is the technique known as impurity-free vacancy disordering. In this case, a dielectric cap layer is deposited on top of the structure followed by a rapid thermal anneal process [44–47]. Such tunability is of potential interest for infrared detector applications as it would facilitate the fine-tuning of the peak detector response of as-grown structures to a desired operating wavelength. In addition, rapid thermal annealing can be used to broadened spectral responses, a direct result of the linear super position of adjacent absorption maxima and as well as multiple-color detections by shifting each detector by different amount.

In this article, we describe the growth and characterization of 4.55 μm p-doped InGaAs/InP QWIPs and the optical and device studies of the effect of intermixing on an ultra-thin (~10 Å) p-type InGaAs/InP multiple quantum well structures using SiO₂ capping. Finally, theoretical calculations based on the effective band-orbital method is performed to compare with the experimental results. We first present the details of our experiments and measurements procedures. Next, a brief discussion of our theoretical calculations is conducted, and the model is compared to experimental data.

2 GROWTH AND MATERIAL CHARACTERIZATION OF AN ULTRA-THIN P-TYPE INGAAS/INP QWIP

Epitaxial growth was performed in a modified Perkins-Elmer 430P gas source molecular beam epitaxy (GSMBE) system [48]. The growth chamber was equipped with a 5000 ℓ/s cryopump and a 200 ℓ/s turbo molecular pump. Cracked AsH₃ and PH₃ (>99%) were used as the group V sources, while elemental solid sources in effusion cells were used for the group III sources. Cracked AsH₃ and PH₃ were injected separately from two independent low-pressure crackers equipped. Switching of ASH₃ and PH₃ was controlled by the fast vent/run valves in front of each injector. Details of the MBE system and cracker design are reported elsewhere [48]. p-type InGaAs/InP QWIP structure were grown on semi-insulating (001) InP substrates at 500°C. InP was grown at a rate of 0.59 μm/hr with a PH₃ flow of 2–5 sccm, and lattice-matched Ga₀.₄₇In₀.₅₃As was grown at 1.05 μm/hr with an AsH₃ flow of 2.5 sccm. Growth chamber pressure with hydride gas flowing was 2 x 10⁻⁶ torr as measured by a cold cathode gauge. The pressure reached the gauge baseline value of <10⁻⁷ torr approximately 7 seconds after hydride gas flow was switched from the growth chamber into the vent lines. The p-type structure shown in Figure 2 consisted of 30 periods of 10 Å Be center
doped \( (3 \times 10^{18} \text{ cm}^{-3}) \) In\(_{0.53}\)Ga\(_{0.47}\)As quantum wells (QWs) and 500 Å Be doped \( (1 \times 10^{17} \text{ cm}^{-3}) \) InP barriers sandwiched between 5000 Å Be doped \( (3 \times 10^{18} \text{ cm}^{-3}) \) In\(_{0.53}\)Ga\(_{0.47}\)As contacts on InP substrate. The material quality of the p-type InGaAs/InP quantum wells were investigated using double crystal X-ray diffraction and cross-sectional scanning tunneling microscopy. In the case of p-type InGaAs/InP QWIPs, for each type of interface, normal (InGaAs-on-InP) and inverted (InP-on-InGaAs), a different source switching scheme was used [48]. A two-step procedure was implemented for InGaAs-on-InP interface. Growth of InP was terminated by closing the In shutter and switching the PH\(_3\) flow from the growth chamber to a vent line. Thus the InP surface remained free of any flux for fixed period of time, \( T_p \) seconds. Then AS\(_3\) was introduced into the growth chamber exposing the InP surface to AS\(_2\) overpressure for \( T_{As} \) seconds before the growth of InGaAs, providing longer P\(_2\) pumping time to remove the phosphorous while preserving the InP surface from degradation. Growth was resumed after the completion of a second time period by opening the Ga and In shutters. Growth of InGaAs was terminated by closing the In and Ga shutters. Simultaneously, the flow of AsH\(_3\) was directed from the growth chamber to the vent line. Thus, no flux or overpressure was applied to the InGaAs surface to \( T_{As} \) seconds.

During this time, residual arsine was pumped from the growth chamber. Growth was resumed after the completion of the \( T_{As} \) interval by opening the In shutter and flowing PH\(_3\) into the growth chamber. Various combinations of the three times \( T_p/T_{As}/T_{As} \) were applied to the growth of the samples, and the optimized times 7/10/20 were established based on the photoluminescence and DCXRD measurements.

DCXRD measurements were carried out to characterize the crystalline quality of the p-type InGaAs/InP superlattice layer (SL). A Phillips double-crystal X-ray diffractometer was used to measure the diffraction patterns.
Each of the diffraction patterns were measured in a $\theta - 2\theta$ mode with a fine collimation of the incident and diffracted X-rays in order to track the evolution of its superlattice harmonics over several degrees. Figure 3 (a) shows the experimented and simulated (004) CuKα1 rocking curves of the p-QWIP structure with 30 periods of InGaAs/InP SL (10 Å InGaAs well and 500 Å InP barrier). The superlattice satellites are observed up to the 4th order, and the average FWHM of the experimental satellite peaks is 31 arcsec., demonstrating excellent material quality. The simulation in Figure 3(b) assumed abrupt interfaces for both InGaAs-on-InP and InP-on-InGaAs interfaces, and that in Figure 3(c) assumes a monolayer of In$_{0.5}$As$_{0.5}$P$_{0.5}$ inserted at the upper interfaces of the InGaAs layer. Clearly, a transitional monolayer in the group V sublattice gives a much better agreement than the abrupt interface does between experiment and simulation, suggesting residual As$_2$ incorporation in the InP layers and formation of strained monolayers at the interfaces. In this case, a period consists of three layers: 10.5 Å In$_{0.475}$Ga$_{0.525}$As, 3.04 Å InAs$_{0.5}$P$_{0.5}$ and 564.3 Å InP and to atomic layer schematic can be expressed as In-P-In-P*-GaIn-As-GaInAs-GaIn-As*-In*AsP*-In-P-In-P.
Figure 4 shows cross-sectional scanning tunneling microscope (XSTM) image of InP/InGaAs p-QWIP structure with ultra thin quantum wells [49]. The InP barrier appears darker than the adjacent InGaAs well region because of its valence band offset. The InGaAs regions also have a mottled appearance due to alloy fluctuations. A marked difference in roughness between the normal and inverted interface was observed. As shown in Figure 4, the normal interface is extremely sharp, with the intermixing within a monolayer in the [001] direction. The roughness observed at the inverted interface can be attributed to:

1. Alloy fluctuations within the InGaAs.
2. The exchange of group V species. Due to the large chemical binding energy difference between As and P compounds, the exchange and diffusion of group V species is expected during the growth interruption. Because of larger binding energy (GaP > GaAs), the exchange and diffusion of P into InGaAs is likely and the diffusion rate of P is typically much higher than that of As. DCXRD measurements on InGaAs/InP (GaAs/InGaP) interfaces suggest partial exchange of As with P within the first 3–4 InGaAs (GaAs) monolayers during exposure to a P$_2$ beam.
3. The residual As$_2$ incorporated into the InP layers. Since As$_2$ has a larger incorporation coefficient than P$_2$, even a little amount of residual As$_2$ in the growth chamber will cause the carryover of As into InP layer, forming InAs(P) layer. As shown in Figure 4, higher density of As and scattered As atoms were observed at the inverted interface and in the first 5-6 InP monolayers, respectively. In addition to providing direct evidence of well-defined quantum wells, barriers, and interfaces, the XSTM results allowed independent determination of the thicknesses for later comparison to results derived from DCXRD rocking curve fits calculated using dynamical theory.

3 RED-SHIFTING AND BROADENING VIA QUANTUM WELL INTERMIXING

The bandgap tuning of multi-quantum well structures requires changing the bandgap spatially across the wafer. One way to reach the goal is to use the technique of intermixing via rapid thermal annealing. This process modifies the geometry and composition of QWs and leads to a blue shifted bandgap. The post-growth wavelength shifting of QWIPs by rapid thermal annealing is accomplished by dielectric encapsulation of the QWIP and exposing it to a high temperature for a short period of time. The quantum well is changed from a square well with a sharp interface, to an error-function shaped well with a corresponding change in the confined energy levels. The redistributed profile makes the quantum well thinner at the bottom than to originally grown well, shown in Figure 5(a).

This modification of the well width shifts the absorption to longer wavelengths as the energy level rises in the well. Dielectric film stress, transferred to the surface of the substrate, influences the amount of diffusion induced wavelength shifting which will occur during annealing. Deposition may take place via chemical vapor deposition (CVD), plasma enhanced chemical vapor deposition (PECVD), or sputtering. Substrate temperature, reactant gas composition, and for PECVD, microwave power applied to the plasma will change the film characteristics. Films such as silicon dioxide and silicon nitride, with their myriad of compositions and mixtures should be adequate to provide a wide intermixing of the interface in bit layer chambers. The annealing operation may be performed via rapid thermal annealing (RTA). Once the anneal is complete, the dielectric cap layer may be stripped and the wafers prepared for subsequent detector processing. Broad-spectrum/multi-color detection makes use of the variation in wavelength shift for different dielectric induced stress Figures 5(b), 5(c) and 5(d) illustrates that the broad spectrum response is a direct result of the
Fig. 5. (a) Modification of quantum well profile due to QW-intermixing. (b) Schematic representation of shifting effect and its utility for response detector tuning. (c) Multi-color detection by shifting each pixel a different amount. (d) Schematic representation of a broadband detector made possible through the linear superposition of the relative absorption response of two neighboring peaks.
linear superposition of two adjacent absorption maxima. In all studies, prior to annealing the samples were first degreased in trichlorethane, acetone, and methanol followed by a light surface etch using NH$_4$OH. Then, a 1500 Å SiO$_2$ encapsulant was deposited by plasma enhanced chemical vapor deposition. Rapid thermal annealing was performed in an AET RTA reactor with 10 sccm of N$_2$ flowing. The temperature was stabilized at 200°C prior to the high temperature annealing.

The cross-sectioned TEM micrographs are shown in Figure 6 for (a) an as-grown MQW and (b) an RTA MQW annealed at 800°C for 30 seconds. No defects or dislocations are observed for both as-grown and annealed MQW regions.

In Figure 7, the 6K PL spectrum of as-grown and annealed InGaAs/InP QWIP samples are shown. A blue shift (~24.0 meV @ 700°C, ~130.2 meV @ 800°C and ~292.5 meV @ 900°C) of photoluminescence peak was observed. This is expected, as the grown state is higher and the effective barrier height lower for the annealed QWIP than the as-grown QWIP. In addition to the blue shift, the annealed QWIP samples also exhibit a reduction in the peak luminescent intensity and is attributed to the out-diffusion of the p-type (Be) dopants from the well and is strongly dependent on the amount of disordering during the annealing process. Rapid thermal annealing at 900°C leads to a blue shift of ~292.5 meV and almost complete alloying. In Figure 8, the energy shift of the luminescence line is displayed against the corresponding annealing temperature for both as-grown and rapid thermally annealed MQW investigated. The change of the emission energy is very pronounced. It is ~10 Å quantum well, a small narrowing of the effective width causes a significant blue-shift due to the well width dependence of the first subband energies. In Figure 9, 6K PL spectrum of the as-grown and annealed (800°C) InGaAs/InP QWIP samples at 20, 40, and 60 sec are shown.
Fig. 7. Photoluminescence spectra at 6K of the as-grown and RTA (700°C, 800°C, and 900°C for 30s) MQW structures.

Fig. 8. Energy shift of the photoluminescence peak versus RTA (700°C, 800°C, and 900°C for 30s) MQW structures.
A blue shift (~108 meV for 20 sec, ~135 meV for 40 sec and ~150 meV for 60 sec) of the photoluminescence peak was observed. Figures 10 and 11 show the integrated PL intensities and half width of the emission line versus the annealing temperatures. Up to an annealing temperature of 800°C, the half width of the luminescence spectrum remain approximately 19.3 to 19.6 meV and results in no significant degradation of the PL linewidth up to 800°C rapid thermal annealing.

In summary, we have achieved strong and homogeneous intermixing in InGaAs/InP MQWs, using SiC capping and subsequently annealing. No significant degradation of optical properties was observed up to 800°C. A substantial PL blue shift, as much as 130.2 meV, was found in the structure and the value of the shift can be controlled by its anneal time. In addition, beyond 800°C annealed QWIP structure also exhibits a reduction in peak luminescent intensity, which may be due to the overall broadening of the peak response as well as any defects the annealing process might have introduced.

4 DEVICE FABRICATION AND CHARACTERIZATION

QWIPs were fabricated into 200 μm diameter mesa diodes by chemically etching and evaporating Ti/Pt (p-type) contacts. Devices were polished with
Fig. 10. 6K photoluminescence linewidth of the as-grown and RTA (700°C, 800°C, and 900°C for 30s) MQW structures.

Fig. 11. 6K photoluminescence integrated PL intensities of the as-grown and RTA (700°C, 800°C, and 900°C for 30s) MQW structures.
Fig. 12. Dark current versus bias for temperatures from 10 to 100 K for the p-type InGaAs/InP QWs with (a) full cold shielding and (b) 2p Sr 300 K background.

45° bevels (to accommodate selection rules) and indium bonded to a copper heat sink. The I-V measurements were done with a Keithley source measure unit and a two-stage closed cycle refrigerator. The sample was fully cold shielded. The detector response spectrum was taken with a Bomem Fourier Transform Spectrometer. The responsivity calibration was made using a 1000 K blackbody source and a narrow band pass filter.
Fig. 13. Arrhenius plot of a p-type InGaAs/InP QWIP under (a) forward and (b) reverse biases. The activation energies correspond to wavelengths of 4.25 and 5 μm, respectively.
The temperature dependent current-voltage curves both with full cold shielding and with $2\pi$ Sr 300 K background of the p-type InGaAs/InP QWIP are shown in Figures 12(a) and (b), respectively. The dark current was observed to be insensitive to temperature changes up to 60 K. The dark current decreased significantly as the temperature was lowered due to the decrease of thermionic emission of carriers from the QWs at higher temperatures. It is also worth noting that for these QWIPs, the positive bias direction (defined mesa top positive) is the low dark current direction. That is, for both cases, the lowest dark current direction is composed of carriers flowing into the substrate.

In Figures 13(a,b), on a log scale, we plot the normalized dark current $(I_d/T)$ measured at a bias of 50 mV, against the inverse temperature for the sample with peak response of 4.55 $\mu$m for the p-type InGaAs/InP. The excellent fit over several orders of magnitude in current yields activation energy $E_a$ corresponding to wavelength 4.25 $\mu$m and 5.0 $\mu$m for the p-type InGaAs/InP. This is in good agreement with the optically measured peak response. This demonstrates that there is negligible tunneling contribution to the dark current, and thus the barriers are nearly ideal in their current blocking.

The bias dependence of the 45° incidence responsivity is shown in Figure 14 for the p-type InGaAs/InP. An increase in response is observed with bias voltage and the peak wavelength shifts slightly with bias. The increase in response with bias is attributed to the step-like increase in the number of QWs included in the high field bias regime.
Figures 14 & 15 show the photoresponse for both the as-grown and RTA detector with bias. The peak response wavelengths measured are \(~ 4.55 \mu m\) (80 K and 5.9 V) for the as-grown detector and \(~ 7.0 \mu m\) (4.5 K and 4 V) for the RTA detector. Since the ground state is higher and the effective barrier height is lower in the RTA detector than in the as-grown detector, the peak response wavelength of the RTA detector experiences a long wavelength shift. The peak absolute responses are calculated to be \(~ 2.5 \text{ mA/W} \) (80 K and 5.9 V) for the as-grown detector and \(~ 2.0 \text{ mA/W} \) (4.5 K and 4 V) for the RTA detector from the blackbody and relative spectral response measurements. The peak responsivity of the RTA detector is of a similar magnitude compared to the as-grown detector. Although the broadened absorption spectrum of the RTA detector can result in a reduced spectral response, we believe that the dominant reduction is a consequence of the out-diffusion of the Be dopant from the well and the increased dark current from the RTA detector structure. The small reduction in the response may still be acceptable for the focal plane array detector applications.

5 COMPARISONS WITH THEORY

Theoretical modeling of the intermixing effect on the energy levels is performed based on the effective bond-orbital method (EBOM). This method
casts the k.p formalism into a local-orbital formalism so that the complicated boundary conditions in heterostructures can be easily managed. Details of this method is given in Ref. [50]. This method has been used to calculate the electronic structures and optical responses of many kinds of multiple quantum wells (MQW's), including GaAs-AlGaAs [50], InAs-GaSb [50], HgTe-CdTe [51], and GaInAs-InP [52] with good success. Here we are interested in the intermixing effect in In_{0.53}Ga_{0.47}As/InP MQWs. Both Group III (Ga) and Group V (P) interdiffusion will be considered. Prior to the interdiffusion, the system is strain-free. After the interdiffusion, there is a weak strain distribution. Furthermore, with the interdiffusion, the system turns into a InGaAsP quaternary compound with compositional modulation. The strain distribution is related to the lattice mismatch by

\[ \varepsilon_{\parallel}(z) = (a(z) - a_{\text{InP}})/a_{\text{InP}} \]

\[ \varepsilon_{xx} = \varepsilon_{yy} = \varepsilon_{\parallel}, \quad \varepsilon_{zz} = -(2C_{12}/C_{11})\varepsilon_{\parallel}, \]

where \( C_{12} \) and \( C_{11} \) are the elastic constants which are position dependent. The effect of strain on the Hamiltonian will be modeled according to the Bir-Picu theory [53]. The strain Hamiltonian takes a diagonal form [in the EBOM basis labeled by \((J, M) = (1/2, 1/2), (1/2, -1/2), (3/2, 3/2), (3/2, 1/2), (3/2, -1/2), (3/2, -3/2)\)] with the diagonal matrix elements given by

\[ \Delta V_C, \Delta V_c, -\Delta V_H + D, -\Delta V_H - D, -\Delta V_H - D, \quad \text{and} \quad -\Delta V_H + D, \]

where

\[ \Delta V_C = 2(c_1(1 - C_{12}/C_{11}))\varepsilon_{\parallel} \]

\[ \Delta V_H = 2(a_1 + a_2)(1 - C_{12}/C_{11})\varepsilon_{\parallel} \]

and

\[ D - b(2C_{12}/C_{11} + 1)\varepsilon_{\parallel} \]

The deformation potentials \((c_1 + a_1 + a_2)\) and \(b\) for InP, GaAs, and InAs can be found in Ref. [54]. For the alloys, we simply use the linear interpolation.

The input band parameters used in our modeling are listed in Table 1. Here \( E_v \) and \( E_c \) are the zone-center energies for the valence band and conduction band, respectively. Note that we use the experimental bandgap of bulk In_{0.53}Ga_{0.47}As as the input parameter rather than the linear interpolation of band gaps of InAs and GaAs, since the bandgap bowing effect is significant for InGaAs alloy.
The model system for the as-grown sample is a superlattice with each period consisting of 4 monolayers (11 Å) of In$_{0.53}$Ga$_{0.47}$As, one monolayer of InAs$_{0.5}$P$_{0.5}$ and 169 monolayers (497 Å) of InP. The presence of one monolayer of InAs$_{0.5}$P$_{0.5}$ is suggested by the DCXRD analysis. Including this InAs$_{0.5}$P$_{0.5}$ monolayer at one interface between In$_{0.53}$Ga$_{0.47}$As and InP in our model also makes the resulting energy gap (1.102 eV) in better agreement with the PL measurement (1.082 eV). Without this InAs$_{0.5}$P$_{0.5}$ monolayer, the energy gap obtained in our model would have been 0.05 eV higher. The difference of 20 meV between the theoretical band gap predicted here and the PL peak position can be attributed to the excitonic effect (which accounts for approximately 10 meV) and the effects due to difference in the realistic geometry and the ideal geometry used here. With intermixing, the system turns into a Ini$_{x}$Ga$_{1-x}$As$_{1-y}$P$_{y}$ quaternary superlattice with both $x$ and $y$ being functions of $z$ (the coordinate in growth direction). Since $x$ is close to 0.47 in the well region and 0 in the barrier region, we obtain the EBOM parameters for Ini$_{x}$Ga$_{1-x}$As$_{1-y}$P$_{y}$ by taking the linear interpolation between the corresponding EBOM parameters for In$_{0.53}$Ga$_{0.47}$As$_{1-y}$P$_{y}$ and InAs$_{1-y}$P$_{y}$ via the following relation

$$V(\text{Ini}_{1-x}\text{Ga}_{x}\text{As}_{1-y}\text{P}_{y}) = \left(\frac{x}{0.47}\right)V(\text{In}_{0.53}\text{Ga}_{0.47}\text{As}_{1-y}\text{P}_{y}) + \left(1 - \frac{x}{0.47}\right)V(\text{In}_{0.53}\text{As}_{1-y}\text{P}_{y}),$$

where $V(\text{In}_{0.53}\text{Ga}_{0.47}\text{As}_{1-y}\text{P}_{y}) = (1-y)V(\text{In}_{0.53}\text{Ga}_{0.47}\text{As}) + yV(\text{In}_{0.53}\text{Ga}_{0.47}\text{P})$ and

$$V(\text{In}_{0.53}\text{As}_{1-y}\text{P}_{y}) = (1-y)V(\text{In}\text{As}) + yV(\text{In}\text{P}).$$

The composition ($x$ or $y$) distribution is modeled by a simple diffusion theory [55]. For Group III (Ga) interdiffusion, we obtain

$$x = 0.47\left\{\text{erf}\left[\left(\frac{L}{2} + z\right)/2\sqrt{D_1t}\right] + \text{erf}\left[\left(\frac{L}{2} - z\right)/2\sqrt{D_1t}\right]\right\}/2,$$

and for Group V (P) interdiffusion, we have

$$y = 1 - \left\{\text{erf}\left[\left(\frac{L}{2} + z\right)/2\sqrt{D_2t}\right] + \text{erf}\left[\left(\frac{L}{2} - z\right)/2\sqrt{D_2t}\right]\right\}/2 - 0.5\left\{\text{erf}\left[\left(a_1/2 + z_1\right)/2\sqrt{D_2t}\right] + \text{erf}\left[\left(a_1/2 - z_1\right)/2\sqrt{D_2t}\right]\right\}/2,$$

where $D_1$ and $D_2$ are the diffusion constants for describing Ga and P interdiffusions, respectively and $t$ is the annealing time. $L$ is the width of the quantum well and $z$ is distance measured from the center of the well. The second term in the expression for $y(z)$ describes the interdiffusion due to the one monolayer InAs$_{0.5}$P$_{0.5}$ at the interface. In this term, $a_1$ denotes the thickness of the monolayer and $z_1$ is the distance measured from the center of the InAs$_{0.5}$P$_{0.5}$ monolayer. The diffusion constant is determined by fitting the calculated band gap energies to the experimental results. With $D_1 = 7.03 \times 10^{-17}$ cm$^2$/s and $D_2 = 3.92 \times 10^{-17}$ cm$^2$/s we obtain a very good fit to the PL data as shown in Figure 16.
In Figure 16, the dotted line shows the calculated band gap as a function of the annealing time with Group V (P) interdiffusion alone and the dashed line shows the results with both Group III and Group V interdiffusions. To compare with the PL data, we have rigidly shifted the calculated band gap by 20 meV downward so that the calculated results for as-grown sample agree with the PL data. We found that the Group III (Ga) interdiffusion has much smaller effect on the band gap shift compared with the Group V (P) interdiffusion. This also means that the diffusion constant for Group III interdiffusion obtained by fitting the PL data is subject to a much larger error. With the diffusion constants used, the resulting composition distributions for $x(z)$ (solid curves) and $y(z)$ (dashed curves) for different annealing times ($t = 20, 40, \text{ and } 60 \text{ seconds}$) are shown in Figure 17. Note that $y(z)$ is not symmetric with respect to $z$ because of the contribution from the monolayer InAs$_{0.5}$P$_{0.5}$ at the interface.

6 CONCLUSION

In conclusion, we have demonstrated that RTA can be employed to both shift the operating wavelength and to broaden the response of an ultra-thin p-type
InGaAs/InP quantum well infrared photodetector following intermixing of the well and barrier layers during rapid thermal annealing. The use of RTA changes the well profile of a QWIP and peak wavelength, but the reduced responsivity indicates that this technique is limited for sensitive IR detectors. Recent advances in growth, complimented by innovative structures (random gratings and reflector layers) should offset any degradation in performance. This makes feasible integration of multiple-colored pixels.
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INTRODUCTION

Optical communication systems offer the potential for rapid transfer of parallel data from one system to another without electromagnetic interference problems and with minimum signal dispersion (commonly observed in high-bit-rate electrical interconnects). In these systems, one of important processes is to add information onto optical carrier. One of the common ways to encode a signal to an optical beam is to use modulation devices and switches such as a self-electro-optic effect device (SEED) [1] which can produce bi-stable states in the large bit-carry communication system and a high speed signal processing.
Advanced semiconductor growth techniques such as molecular beam epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD) create thin layers (down to 10 Å) of high quality III-V semiconductor materials and therefore permit the construction of lattice matched (e.g. AlGaAs/GaAs) and strained (e.g. InGaAs/InP) heterostructures known as quantum wells (QWs) [2]. These QWs can be engineered at atomic level, giving rise to new physical mechanisms to create some new devices. The excitonic electroabsorption, highlighting important features of QW for modulation devices, was demonstrated in practice in 1983 [3], by applying a reverse bias field perpendicular to a stack of QWs structure. Since then, efforts have been put into investigating excitonic electroabsorption and it applications in optical modulation provided by the quantum-confined Stark effect (QCSE) of QW structures [4—6].

In 1984 and 1985, transverse and waveguide type QW modulators were produced respectively [6,7]. The excitonic electroabsorption of QW is used to produce absorption change and thus optical intensity modulation by alternative reverse bias and unbias of the QW structures. Apart from electroabsorption change, we can also obtain electro-refractive index change at the same time. (The relation between these two changes is explained by the Kramers-Krönig relation [8].) The refractive index change can be used to produce a phase modulation [9—12] to optical signals. These two optical changes provided by QW structures are normally larger than that of the conventional bulk LiNbO$_3$ and III-V semiconductor modulator and hence increase the modulation strength. (Note that the bulk electroabsorption effect may be similarly used for better optical bandwidth. However, this is at the cost of operation voltage and electrical bandwidth.) As a consequence, these external QW modulation components to laser sources play an important role in the communication system for modulating the intensity, phase and polarization of the optical signals. Moreover, external modulators can function as a remedy to reduce penalties of direct modulated laser, that are, chirping and modulation speed subject to the direct modulation. The widest 3dB bandwidth of a directly modulated laser reported to date is 37GHz [13]. However, an ultra-high-speed (50GHz) QWs electroabsorptive (EA) modulator integrated with waveguides for 40 Gbit/s optical modulation has been developed [14]. This modulator is therefore considered as a potential candidate in developing a high-speed and low-chirp modulation [15]. In this chapter, we will focus on waveguide and transverse (vertical) type EA modulator.

Figure 1 is a schematic view of the transverse modulator in which an optical beam is modulated vertically. Together with its compatibility with the technology already used in vertical cavity lasers [16] and detectors [17], three dimensional optoelectronic integration can be realized in the future. This device has the advantage of being polarization independent with respect
Fig. 1. Schematic view of sample used in MQW absorption experiments. The quantum wells, in the "MQW Active", are in the center of a p-i-n device, which is operated back-biased. The electric field profile calculated in the depletion approximation at two different applied voltages, is shown in the lower half of the figure. Light propagates perpendicular to the MQW layers. [20]

to the electrooptic materials [18]. It can also be used in multimode and single-mode systems. However, it has a limitation of short active region. This can be tackled by introducing quarter-wavelength Bragg reflectors on the top and bottom of the QW cavity structure to form Fabry Perot modulator [19]. These reflectors increase the effective modulation interaction length and thus enhance the modulation performance. Another way to increase the effective interaction length of the device is to change the propagation direction of
Fig. 2. Schematic view of waveguide configuration modulator. "SL" stands for "superlattice". Two MQW's 9.4 nm thick were placed in the center of a p-i-n device. Light was confined in the plane of the layers by a waveguide. The device active interaction length (L) is 150 μm and device width (W) of 40 μm. [20]

light beam by 90° i.e. lying in the plane of the QWs layers, and to have a slab optical waveguide added to the structure to confine the light along the length of the device. This is the so-called waveguide (longitudinal) type modulator as illustrated in Figure 2, where light is confined on the plane of QW by a waveguide. In this structure, the prescribed geometric limitation between the thickness of the QWs region and the optical interaction length is no longer a problem. The interaction length can be freely adjusted to a length necessary for producing the desired ON-OFF ratio (contrast ratio) [9]. In addition, since the layers of QW can be reduced in the device, the electric field is more homogenous in the active region. However, this type of QW device presents both TE and TM modes polarization [20]. The optical electric field perpendicular to the growth direction of the QW (TE mode) has different optical properties to the electric field parallel to the growth direction of the QW (TM mode).

With the ability to control disordering in III-V semiconductor materials by using disordering technologies such as impurity-induced disordering [21], impurity-free vacancy diffusion [22], photoabsorption-induced disordering (PAID) [23] as well as impurity free interdiffusion using anodization followed by rapid thermal annealing [24] — the as-grown QW material can be
modified to become a diffused quantum well (DFQW). The bandstructure and the optical parameters (such as absorption coefficient and refractive index) of the material can have post-grown modification. We can use this process as an off-the-shelf technology to modify the optical properties and to localize selected areas of the QW structures for photonic and optoelectronic integration. In order to monolithically integrate a modulator to a laser and a waveguide on the same wafer by using the technology of intermixing, DFQW modulators have been investigated since 1989 [25] in which DFQW has been developed as the active cavity to modulate a light beam. In 1988, it was reported that properties of superlattice structure could be improved by a suitable annealing [26] and in 1996–7, the intensity PL spectra of quantum wire and QW were enhanced after the interdiffusion [24,27], i.e. the optical properties of superlattice or QWs and thus the modulation performance can be improved. Moreover, due to the modification of the QW bandstructure in intermixing, the transition energy and thus the operation wavelength \( \lambda_{op} \) of the modulators can be tuned [25]. In theory, it has been shown that the modulation performance such as the absorption change of DFQW modulator can be also improved as compared with the unannealed QW one [28].

In this chapter, we will introduce the modulation parameters of EA modulators, which are the tools to indicate the modulation performance of the devices. We will then discuss two types of EA modulators including the waveguide type DFQW modulator and Fabry Perot (FP) vertical reflection type DFQW modulator in terms of the modulation parameters. For the waveguide type modulator, we also discuss the remedies of polarization dependent optical properties. The integration of DFQW modulators to other optical components such as lasers and waveguides is finally addressed.

2 MODULATION PARAMETERS

There are several important parameters used to characterize a waveguide type EA modulator: optical confinement, modulation efficiency, chirping parameter, bandwidth, insertion loss and electrical bias. [12,20]. For a DFQW EA modulator, the adjustment of \( \lambda_{op} \) and the modification of quantum confined Stark shift (QCSS) due to interdiffusion are also used to examine the performance of the modulator [28].

Optical confinement factor \( \Gamma \) is defined as:

\[
\Gamma = \frac{\int \varphi(x, y)\varphi^*(x, y)dA}{\int \varphi(x, y)^*(x, y)dA},
\]

where \( \varphi \) is the depletion region of the waveguide device and \( \varphi^* \) is the entire cover range of a guide field.
where $\varphi(x, y)$ is the guiding optical field, $dA$ is a small but finite area normal to the optical field at $(x, y)$. Since the extent of the interdiffusion in the QW region is inhomogeneous throughout the cross section of a modulator, $\Gamma$ is dependent on the geometrical directions $x$ and $y$. From this equation, we can observed that the $\Gamma$ parameter indicates the portion of the optical power which overlaps the depletion region of the p-i-n device structure. The depletion region consists of a QW active region and part of the two (top and bottom) cladding layers, within the entire device structure. Therefore, an efficient modulator requires a large value of $\Gamma$.

The effective absorption coefficient, $\Gamma_{\text{eff}}$, is given by:

$$\Gamma_{\text{eff}} = \frac{\int_{\text{the wells within the active region}} \alpha(x, y)\varphi(x, y)\varphi^*(x, y)dA}{\int_{\text{the entire range of the guiding field}} \varphi(x, y)\varphi^*(x, y)dA},$$

where $\alpha(x, y)$ is the absorption coefficient of the QW structure, Equation (2) shows that $\alpha_{\text{eff}}$ is determined by the fraction of the optical field intensity $\varphi(x, y)\varphi^*(x, y)$ within the wells of the active region.

Modulation efficiency, $\eta$, established the fraction of optical intensity change in the modulator is defined as

$$\eta = \frac{I_{\text{ON}} - I_{\text{OFF}}}{I_{\text{ON}}} \times 100\%$$

where $I_{\text{ON}}$ is the intensity of ON-state transmitted light, and $I_{\text{OFF}}$ is the intensity of OFF-state light. Usually, the modulation depth is described in decibels, using the term ON-OFF ratio or contrast ratio (CR) [29]:

$$CR = 10 \log \frac{I_{\text{ON}}}{I_{\text{OFF}}} = 10 \log \frac{\exp(-\alpha_{\text{eff}}(ON)l)}{\exp(-\alpha_{\text{eff}}(OFF)l)}$$

where $\alpha_{\text{eff}}(ON)$ and $\alpha_{\text{eff}}(OFF)$ are the effective absorption at the ON-state and the OFF-state, respectively, and $l$ is modulation interaction length of the active cavity.

Modulation bandwidth $\Delta v$ is defined by the frequencies where the modulation depth or contrast ratio reduces to half of its maximum value. If the switching time $\tau$ is defined instead of a frequency bandwidth, then the equivalent bandwidth is

$$\Delta v = \frac{2\pi}{\tau} \text{ Hz}$$

where $\tau$ is the 10- to 90-percent rise time. $\Delta v$ can be also defined by the device capacitance, $C$, and load resistance, $R$, of the devices' operation circuit as

$$\Delta v = \frac{1}{2\pi RC}$$
Insertion loss $L$ in decibels describes the fraction of intensity lost induced by the insertion of the modulator to the propagation medium of the optical beam. The definition is

$$L = 10 \log \frac{I_0}{I_{ON}} = 10 \log(\exp(\alpha_{eff}(ON)l))$$ (7)

where $I_0$ is the transmitted intensity of the system when the modulator is not in the beam. $L$ can be expressed in terms of $l$ and the effective absorption coefficient of MQW at ON-state.

Both $\alpha$ and refractive index, $n$, change under bias and does the chirping parameter [30]. The static chirping parameter $\beta_{\text{mod}}$ of modulator is given by:

$$\beta_{\text{mod}} = \frac{4\pi \Delta n_{eff}}{\lambda_{op} \Delta \alpha_{eff}}$$ (8)

where $\Delta n_{eff}$ and $\Delta \alpha_{eff}$ are the change of the effective refractive index and effective absorption coefficient due to the applied electric field respectively. $\beta_{\text{mod}}$ can be considered as the fraction of phase modulation strength (due to $\Delta n_{eff}$) and intensity modulation strength (due to $\Delta \alpha_{eff}$). It can be observed that, for pure and perfect electroabsorption modulation, $\beta_{\text{mod}}$ equals zero.

The adjustment of $\lambda_{op}$ is considered as the change of $\lambda_{op}$ of the DFQW modulator from that of the as-grown QW one. Similarly, the modification of QCSS due to an applied electric field is defined as the deviation of QCSS of the DFQW modulator from that of the as-grown structure. The electrical bias required for modulation is also a crucial parameter which indicates the power consumption of the device. This consumption is due to a power dissipation in the load resistance of the drive circuit.

For a Fabry Perot DFQW reflection modulator [28,31], apart from the chirping parameter, insertion loss, adjustment of $\lambda_{op}$ and modification of QCSS, the modulator also be characterized by using reflectance ($R_{tot}$) of the entire FP modulator, change of the reflectance ($\Delta R_{tot}$), and finesse.

$R_{tot}$ is given by

$$R_{tot} = \left| \frac{\sqrt{R_T} - \sqrt{R_B} e^{-\alpha l + 2 \sqrt{-1} \delta l}}{1 - \sqrt{R_T} \sqrt{R_B} e^{-\alpha l + 2 \sqrt{-1} \delta l}} \right|^2$$ (9)

where $R_T$ and $R_B$ is the reflectance of the top and bottom mirror respectively. $\delta$ is the phase change per unit length of cavity, i.e. $\delta = 2\pi n_c / \lambda$, where $n_c$ is the refractive index of the cavity and $\lambda$ is the photon wavelength. $l$ is the modulation interaction length and, for a FP modulator, it equals the length of the active cavity.
From equation (9), $\Delta R_{\text{tot}}$ can be calculated. This calculation can be simplified by using the following three assumptions: 1) the change of $\lambda_{op}$ due to an applied electric field = 0 implies ignoring the shift of the FP mode due to the change of $n_c$; 2) the OFF state $R_{\text{tot}} = 0$ implies the FP modulator operates at an OFF-state on-resonance mode perfectly while holding the impedance and phase-matching conditions [28]; 3) $R_T$ and $R_B$ are both < 1 and remain constant under a bias, which is a reasonable assumption since the $\lambda_{op}$ used is far from the bandgap of the bulk materials used in the Bragg reflectors, and hence, the change of their refractive index can be neglected.

Under these assumptions, $R_{\text{tot}}$ can be expressed as

$$
\Delta R_{\text{tot}} = \frac{\sqrt{R_T} - \sqrt{R_T e^{-\Delta \alpha l}}}{1 - R_T e^{-\Delta \alpha l}}
$$

For a comprehensive analysis, other parameters developed from $\Delta R_{\text{tot}}$ such as $\Delta R_{\text{tot}}/R_{\text{tot}}$ (min) and $\Delta R_{\text{tot}}/V$ are usually used where $R_{\text{tot}}$ (min) is the OFF state reflectance and $V$ is the reverse bias.

The finesse defined as the ratio of free-space FP mode spacing to full-width-half-maximum (FWHM) of the mode by assuming a uniform refractive index is given as

$$
\text{Finesse} = \frac{\pi (R_T R_B)^{1/4} e^{-\frac{1}{2} \alpha l}}{1 - \sqrt{R_T \sqrt{R_B} e^{\alpha l}}}
$$

The built-in voltage and applied voltage of a p-i-n multi-layer FP modulator is determined by using Poisson’s equation. The electrostatic potential $V$ inside the depletion region is expressed as

$$
V = V(\text{build-in}) - V(\text{applied}) = \Psi(-X_n) - \Psi(X_p),
$$

where $\Psi(-X_n)$ and $\Psi(X_p)$ are the potentials at $-X_n$ and $X_p$, respectively, which are the coordinates (zero reference taken at the i-p interface) of the depleted end points in the n-doped and p-doped reflectors respectively. The $\Psi(-X_n)$ and $\Psi(X_p)$ considered in the Poisson’s equation are expressed in terms of the depletion thickness $X_m$ and the carrier density of the multi-layered materials in the stacked structure. The integrated form of the Poisson’s equation is expressed as a quadratic equation for $X_m$ as shown below:

$$
\left(\frac{N_D}{2\varepsilon_i^T} a^2 + \frac{N_A}{2\varepsilon_j^B} g^2\right) X_m^2 + \left(\frac{N_D}{\varepsilon_i^T} da - \frac{N_A}{\varepsilon_j^B} dg - \zeta\right) X_m + \left[\frac{N_D}{2\varepsilon_i^T} + \frac{N_A}{2\varepsilon_j^B}\right] (b_j l)^2 + \Xi - \frac{V}{q} = 0,
$$

(13)
where $a = \frac{N_A}{N_A + N_D}$, $d = \left(\frac{N_D - N_c}{N_D + N_A}\right)(l)$, $c = \frac{N_D}{N_A + N_D}$, $g = \frac{N_D}{N_D + N_A}$

$$\zeta = N_A S_2^B + N_D a S_2^T + \left(\frac{N_D a}{\varepsilon_1^T} - \frac{N_A c}{\varepsilon_c}\right),$$

$$\Xi = N_D \left(\frac{S_1^T}{2} - S_2^T d\right) + N_A \left(\frac{S_1^B}{2} + S_2^B d\right) + \frac{(l)^2}{2} \left[\frac{N_D}{\varepsilon_1^T} - \frac{N_c}{\varepsilon_c}\right] - d \left[\frac{q N_D}{\varepsilon_1^T} + \frac{q N_A}{\varepsilon_c}\right].$$

$$S_1^T = \sum_{i=2}^{Y} \left[\frac{1}{\varepsilon_i^T} - \frac{1}{\varepsilon_{i-1}^T}\right] (t_{i-1})^2,$$

$$S_2^T = \sum_{i=2}^{T} \left[\frac{1}{\varepsilon_{i-1}^T} + \frac{1}{\varepsilon_i^T}\right] (t_{i-1})$$

$$S_1^B = \sum_{j=2}^{Z} \left[\frac{1}{\varepsilon_j^B} - \frac{1}{\varepsilon_{j-1}^B}\right] (b_{j-1})^2,$$

$$S_2^B = \sum_{j=2}^{Z} \left[\frac{1}{\varepsilon_{j-1}^B} + \frac{1}{\varepsilon_j^B}\right] (b_{j-1}).$$

$\varepsilon_i^T$ and $\varepsilon_j^B$ are the $x$-independent terms of the dielectric constant in the $i$-layer and $j$-layer of the top and bottom reflector respectively. $N_A$, $N_c$ and $N_D$ are the doping concentrations of the p-i-n structure, $q$ is the carrier charge, $t_i$ and $b_j$ are the depletion width extensions of the layer $i$ (top reflector) and layer $j$ (bottom reflector) respectively due to the applied field. $i = Y$ and $j = Z$ are the outermost layers of the top and bottom reflectors that the depletion range will extend to. The applied voltage which is equivalent to the expected electric field in the depletion layer is then be calculated from equation (13). Therefore, the voltage swing of the modulator is determined from equation (12).

For a FP modulator with DFQW as the active region, interdiffusion will modify the optical properties of the active region and thus the performance of the modulator. The relation between the absorption coefficient and $\Delta R_{tot}$ is obtained by taking derivative with respect to $\exp(\Delta \alpha l)$ in equation (10) and considering $\exp(\Delta \alpha l)$ is greater than 1 that

$$\frac{d(\sqrt{\Delta R_{tot}})}{d(\exp(\Delta \alpha l))} = \pm \frac{\sqrt{R_T}(1 - R_T)}{(1 - R_T \exp(\Delta \alpha l))^2}. \quad (14)$$

For the sign convention, the positive relation holds in the domain of $1 < \exp(\Delta \alpha l) < 1/R_T$, while the negative relation holds when $\exp(\Delta \alpha l) > 1/R_T$. From relation (14), it is observed $\exp(\Delta \alpha l)$ increases with $|\Delta R_{tot}|$, i.e. as $\Delta \alpha_c$ increases, $|\Delta R_{tot}|$ increases.
Generally, a high performance absorption modulator requires a large $\Delta \alpha_{\text{eff}}$ and thus a high $CR$, a low $\Delta n_{\text{eff}}$, i.e. a low $\beta_{\text{mod}}$, and a low $\alpha_{\text{loss}}$. In order to obtain a large $\Delta \alpha_{\text{eff}}$ the absorption modulator is selected to operate at the wavelength of the exciton peak of the first electron (C1) and first heavy hole (HH1) in the presence of an applied electric field and $\alpha_{\text{loss}}$ is the $\alpha_{\text{eff}}$ of the QW structure at this wavelength without an applied field.

3 WAVEGUIDE TYPE DFQW ELECTRO-ABSORPTIVE MODULATOR

3.1 Devices Structure

A QW modulator is fabricated as a p-i-n structure where light is coupled into the intrinsic guiding region (core) including an absorbing (active) region of QW. The growth direction of QW is normal to the propagation direction of the traveling optical wave. The p- and n- type cladding layers are served as ohmic contacts which enable an electric field to be applied to the active region. This modulator operates based on QCSE which functions as shifting the exciton peak with an applied voltage. Thus, at the photon wavelength of the biased fundamental heavy hole exciton peak, which is usually selected as $\lambda_{\text{op}}$ of a modulator, the optical loss coefficient of the structure can be varied by orders of magnitude.

Different types of III-V semiconductor DFQW materials have been used to produce the modulation such as GaAs-based DFQWs of AlGaAs/GaAs [25,32] and InP-based DFQWs of InGaAsP/InP [33,34] and InAlGaAs/InGaAs DFQW [35]. The GaAs-based DFQW modulator has the advantages that AlGaAs/GaAs QW are easily and routinely fabricated with features of sharp exciton peak and large change in absorption coefficient caused by reverse bias. The InP-based modulators are intensely investigated because it can operate at 1.33 $\mu$m to 1.55 $\mu$m wavelength range at which fiber optical communication systems will likely operate as a result of the low loss and minimum dispersion characteristics exhibited by optical fibers in this wavelength range.

There are several interdiffusion methods (otherwise known as intermixing methods) among the materials systems. AlGaAs/GaAs DFQW electroabsorptive modulator can be developed by using the impurity-free vacancy diffusion (IFVD) method [25,32,36]. This technique produces large blue shifts of the band edge (and thus $\lambda_{\text{op}}$ can be adjusted) while a clearly definable room-temperature excitonic characteristic is obtained [37]. Moreover, the maintenance of electrical properties, especially QCSE, is very promising [25]. These are the characteristics that make the quantum wells structures so useful from a modulation device viewpoint. For InP-based materials, In-
GaAsP quaternary sublattices DFQW electroabsorption modulator has been produced by using photoabsorption induced disordering (PAID) [33,38] and carrier-free cap-annealing technique based on phosphorous-doped silicon-dioxide encapsulation (SiO:P) [34,39].

### 3.2 Characteristics of the Modulator

#### 3.2.1 AlGaAs/GaAs DFQW

The modulation characteristics of AlGaAs/GaAs DFQW modulators including $\lambda_{op}$, QCSE, exciton linewidth, and absorption coefficient under applied field have been reported [25,32]. The $\lambda_{op}$ (in eV) of the modulator blue shifts, i.e. $\lambda_{op}$ can be adjusted when interdiffusion proceeds because Al sublattice diffuses into the well, the diffused potential profile moves upwards and hence the energy of transition increases [28]. Under an applied electric field, the energy of eigenstate maintains higher than that of the as-grown structure so that $\lambda_{op}$ blue shifts. The extent of interdiffusion is indicated by diffusion length $L_d$, defined as $(Dt)^{1/2}$, where D is the material and temperature dependent diffusion coefficient and t is the annealing time [40]. Consequently, since $\lambda_{op}$ of an electro-absorption modulator is set at the biased exciton peak of the transition energy between C1 and HH1 (C1-HH1), the adjusted amount of $\lambda_{op}$ depends on not only the diffusion temperature, diffusion time and thus $L_d$, but also QCSE of the material structure.

Due to the grading and lowering of the potential barriers in partially intermixed QWs, QCSE reduces in DFQW as compared to its as-grown QWs structure. However, subject to different annealing times, the reduction of QCSE is not significant as shown in Figure 3. Moreover, for a proper comparison, the diffused well should be compared with its ‘equivalent’ square well, i.e. a well width ($L_z$) which gives the same zero-field first electron and first heavy hole position [32]. The theoretical results show that QCSE of DFQW should be greater than that obtained for the ‘equivalent’ square QW as shown in Figure 4. In this figure, a 85 Å GaAs wells and 60 Å Al$_{0.31}$Ga$_{0.69}$As barriers DFQWs are compared to the ‘equivalent’ square QW with $L_z = 70$ Å.

The exciton peaks with and without the applied field of DFQWs are weaker and broader than that of the as-grown QWs. Due to a reduction of quantum confinement in graded and lowered DFQW potential profiles, the exciton broadening increases with particle tunneling in DFQW [25]. Figure 5 and 6 show the absorption spectra of the as-grown QWs and DFQWs [25]. We can observe that the exciton of DFQW remains clearly resolved for electro-absorption modulation. The figures also indicate that the as-grown p-n junction is retained. These features are important for device applications. Under an applied field, the exciton absorption coefficient of DFQW reduces
Fig. 3. The e1-hh1 position as a function of electric field for the as-grown (□) and three annealed MQW samples by using IFVD. The full curves represent the calculated theoretical Stark shifts. Annealing times 90s (+), 120s (Δ) and 150s (×). [32]

Fig. 4. Comparison of the Stark for a diffused (error function) well (theory (——)) and experimental (□) and the 'equivalent' square well (theory (-----)). [32]
Fig. 5. Absorption spectra of WG1 — as-grown QW — for (a) TE polarization and (b) TM polarization as a function of applied voltage (i) 0, (ii) −7.5 V, (iii) −11 V, (iv) −14 V, and (v) −18 V. [25]
Fig. 6. Absorption spectra of WG3 — (annealing temperature 985°C, annealing time 28s RTA) — for (a) TE polarization and (b) TM polarization as a function of applied voltage (i) 0, (ii) -7.5 V, (iii) -11 V, (iv) -14 V, and (v) -18 V. [25]
faster than that of the as-grown structure because the reduction of oscillator strength is more rapid for DFQW than for the unannealed QW [32]. This causes a decrement in modulation depth. However, the use of shallow DFQW has been suggested as a solution for increasing the saturation intensity in electro-absorption modulators. Shallow DFQW can also prevent hole pin-up in the active region, allowing a higher cutoff frequency at bias voltages and an improvement in quantum efficiency [41]. Recently, another technology of interdiffusion using anodization followed by rapid thermal annealing has demonstrated that the linewidth broadening of DFQW PL spectra do not change significantly and the PL intensity of DFQW enhances simultaneously [27]. In other words, the optical properties which is an important factor for optical modulators can be improved by using interdiffusion. This is in a good agreement with theoretical studies [42].

A theoretical study of a wide range of AlGaAs/GaAs DFQW structures has been carried out to explore the effects of interdiffusion in this material system [42]. They are combinations of different Al concentrations (x = 0.2, 0.3 and 0.4) and well widths (L_z = 8, 10 and 12 nm). The extension of interdiffusion are from L_d = 1 nm to 4 nm. Since an EA modulator operates at the wavelength of the respective biased band-edge of C1-HH1 exciton peak [43], it is important to understand C1 and HH1 eigenstate properties and their effect on the modulation performance including the absorption change \( \Delta \alpha \), Stark Shift, \( \alpha_{\text{loss}} \), \( \lambda_{\text{op}} \) and the required bias. Since the linewidth broadening of DFQW PL has no significant change by using the interdiffusion method of anodization [24,27]. The broadening factor is considered to be constant in the calculation of absorption coefficient. The Lorentzian broadening factors half-width-half-maximum (HWHM) are extracted from experimental data [44,45]. The HWHM of HH and LH are considered to be the same and have a value of 3meV which is averaged from the values taken from ref. [44,45]. Although the broadening factor increases with an applied electric field [32], its relation is still not well known, and has been considered as constant in the theoretical study.

A Interdiffusion contribution to a QW confinement

In an interdiffused QW, the confinement profile is graded in nature with no well-defined well width and well depth. Therefore, the following analysis will be based on a changeable well potential depth (under no bias), an effective width of QW at the first eigenstate energy and its wavefunction. Generally, both a deeper well depth and a narrower well width enhance the confinement of carriers in QW.

In the typical unbiased QW structure which is Al_{0.3}Ga_{0.7}As/GaAs 100 Å/100 Å QW, the effective width reduces by 40% for \( L_d \leq 2 \) nm, whilst
Fig. 7. The potential profile, wavefunction of first eigenstate, and the states' $L_z$ of a 100 Å/100 Å Al$_{0.3}$Ga$_{0.7}$As/GaAs DFQW. (a) conduction band, and (b) valence band. $L_d = 0$ (solid line), $L_d = 1$ nm (dot line), $L_d = 2$ nm (dash line), $L_d = 3$ nm (long dash line) and $L_d = 4$ nm (dotted-dash line). [28]
the potential depth remains unchanged and slightly reduces by 10% for \( L_d = 1 \text{ nm} \) and for \( L_d = 2 \text{ nm} \) respectively, as shown in Figure 7. The wavefunctions of both C1 and HH1 are therefore stronger confined with a higher wavefunction peak in the DFQW as compared to that of the as-grown structure (\( L_d = 0 \)). As the interdiffusion proceeds further (\( 3 \text{ nm} \leq L_d \leq 4 \text{ nm} \)), the well depth becomes much lower and the wavefunctions of C1 and HH1 broaden out with their peaks reducing back to (or lower than) the as-grown case. The confinement only improves in the initial stages of interdiffusion (\( L_d \leq 2 \text{ nm} \)).

When the DFQW is tilted by an applied electric field, an interesting feature can be obtained as shown in Figure 8. For the case of \( L_d \leq 2 \text{ nm} \), the shift of wavefunctions weakens as compared to that of the as-grown structure because of the enhanced confinement, while the wavefunction of the extensive interdiffused QW (\( L_d = 4 \text{ nm} \)) shifts substantially and partly tunnel out. Consequently, the Stark shift of wavefunction can be tailored by using the QW interdiffusion.

The increase of \( x \) from 0.2 to 0.4 (i.e. the increase of the QW barrier potential) improves the confinement in the as-grown QW. Its effect on the interdiffusion is best illustrated by the DFQWs with \( L_d = 2 \text{ nm} \) under an
Fig. 9. As-grown Al concentration effect: the heavy hole (HH) potential profile and wavefunction of first HH eigenstate of the Al$_x$Ga$_{1-x}$As/GaAs DFQW with $L_z = 12$ nm and $F = 90$ kV/cm. Solid line and represents $L_d = 0$ (rectangular QW), and dot line represents $L_d = 2$ nm (a) the case of $x = 0.2$; (b) $x = 0.3$, and (c) $x = 0.4$. [42]
applied field of 60kV/cm as shown in Figure 9(a) to (c). From these figures, the entire HH1 wavefunctions of the tilted DFQW move towards the center of the well as compared to the HH1 wavefunctions of the as-grown structure. Its peak amplitude, although slightly less than the as-grown ones, also increases when \( x \) increases from 0.2 to 0.4. This is contributed by the deepening of the potential depth and narrowing of the effective width due to a different magnitude of interdiffusion to the increasing \( x \) content. For the HH valence band, the potential depth increases from 0.085 eV to 0.155 eV and the effective width reduces from 5.54 nm to 4.66nm, as \( x \) increases. These mean that the biased first eigenstates are better confined with increasing \( x \) content in the DFQWs.

More importantly, the biased eigenstates stay closer to the center of the DFQW as \( x \) content increases. This is in contrary to the as-grown QW case in general. The consequence of this is a much improved overlapping between the electron and hole states under bias and will give rise to better modulation performance because the modulator is operated at the 1S HH biased exciton peak.

A similar feature of the HH1 wavefunction can also be found in \( L_z = 2 \) nm as the DFQW as-grown well width increases from \( L_z = 8 \) nm to \( L_z = 12 \) nm, as shown in Figure 10. The wavefunctions stay closer to the central of QW as \( L_z \) increases, although the amplitude of the HH1 wavefunction of the DFQW reduces in the widening of the as-grown well width. It is interesting to note that interdiffusion offers a special modification to the confinement of the biased first eigenstates. Generally, when well width increases, their confinement and overlapping reduce. However, as shown in Figure 10, the confinement of HH1 wavefunction in the tilted DFQWs illustrates that the centralization of the eigenstates enhances with the increase of the as-grown well width. This enhancement in the DFQW can be explained by the increasing of the potential depth, which increases from 0.103 eV to 0.121 eV as \( L_z \) increases from 8 nm to 12 nm. The effective well width also increases from 5.68 nm to 6.65 nm at the same time. This implies that the potential depth is the dominant factor contributing to the centralization. Although the effects of the two initial conditions, i.e. the value of \( x \) and the as-grown well-width, on the C1 confinements and its wavefunctions of DFQWs have not been discussed here, the results show that their effects on C1 are the same as those on HH1. As a consequence, interdiffusion can recover the poor performance in wide well-width QW which is used as an active region to produce a large Stark Shift and a low \( \alpha_{loss} \) in the EA-modulator [46].

**B Interdiffusion contributions to modulation properties**

DFQWs under different strengths of the applied electric field and the use of QW interdiffusion to adjust \( \lambda_{op} \) have been investigated [42]; the tunability
Fig. 10. As-grown well-width effect: the heavy hole (HH) potential profile and wavefunction of first HH eigenstate of the Al$_{0.3}$Ga$_{0.7}$As/GaAs DFQW with $F=90$ kV/cm. Solid line and represents $L_z=0$ (rectangular QW), and dot line represents $L_z=2$ nm (a) the case of $L_z=8$ nm, (b) $L_z=10$ nm, and (c) $L_z=12$ nm. [42]
of $\lambda_{op}$ is defined as the difference of $\lambda_{op}$ of a DFQW to its corresponding as-grown QW. The OFF-state and ON-state absorption coefficient are defined as the absorption coefficient of the biased 1S HH exciton absorption peak and the unbiased rising absorption edge at the wavelength of the biased exciton peak, respectively. $\alpha_{\text{loss}}$ is considered as the OFF-state absorption coefficient.

(i) Fixed as-grown QW conditions

The absorption spectra of the typical QW structure (Al$_{0.3}$Ga$_{0.7}$As/GaAs 100 Å/100 Å QW) under different extents of interdiffusion ($0 \leq L_d \leq 4$ nm) are shown in Figure 11(a). The DFQW 1S HH exciton absorption peaks remain fairly constant with interdiffusion. However, with increasing interdiffusion, the 1S HH exciton peak wavelength blue-shifts at a different rate. Under an applied electric field and thus producing the quantum confined Stark effect, the exciton absorption peak of the DFQWs red-shifts and its amplitude reduces, such as for the case of DFQW with $L_d = 2$ nm shown in Figure 11(b).

$\Delta\alpha$, i.e. the difference between the ON- and OFF- states absorption at different applied fields of this DFQW, is extracted to generate the dash line in Figure 12(b). Similarly, $\Delta\alpha$ of other $L_d$’s cases are extracted to form the other lines in Figure 12(b). It should be noted that, due to an enhance confinement in cases of $L_d = 1$ nm and 2 nm, $\Delta\alpha$ at different applied fields from $F = 50$ kV/cm to $F = 130$ kV/cm, i.e. dot line and dash line of Figure 12(b) respectively, are greater than that of the as-growth case (solid line). When interdiffusion increases to $L_d \geq 3$ nm, its $\Delta\alpha$ at different applied fields reduces. The $\Delta\alpha$ of $L_d = 3$ nm terminates at $F = 110$ kV/cm because of their 1S HH exciton tunnels out. For even more extensive interdiffusion ($L_d = 4$ nm), it HH1 wavefunction is weakly bounded even under a small applied field of $F = 60$ kV/cm, as can be seen in Figure 8, and its 1S HH exciton tunnels out at $F \geq 90$ kV/cm. Its $\Delta\alpha$ can only be shown up to $F = 80$ kV/cm. For developing a large electro-absorption modulation, the use of DFQW, for example with $L_d = 1$ nm at $F = 110$ kV/cm, can produce an improved (two-fold) 4.6 dB CR per $\mu$m (propagation length) as compared to the as-grown QW of 2.3 dB at this applied field.

An important intrinsic parameter for the EA modulation is the quantum confined Stark shift, this is because a large shift provides a larger ON/OFF ratio. As listed in Table 1 (column 4), the Stark shift reduces with interdiffusion until $L_d = 2$ nm because of the enhanced confinement. When $L_d > 2$ nm, the Stark shift increases due to the relaxation of confinement as shown in Figure 8. The Stark Shift is also dominated by the valence band since the potential barrier of valence band is shorter than that of conduction band.
Fig. 11. The absorption coefficient of $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}/\text{GaAs}$ DFQW. (a) the absorptive spectra of the unbiased DFQW with $L_d$ from 0 to 4 nm stepped by 1 nm; $L_j = 0$ (solid line); $L_j = 1$ nm (dot line); $L_j = 2$ nm (dash line); $L_j = 3$ nm (long dash line); and $L_j = 4$ nm (dotted-dash line). (b) the absorptive spectra of the biased DFQW with $L_d = 2$ nm, $F = 0$ (solid line), $F = 50$ kV/cm (dot line), $F = 90$ kV/cm (dash line), $F = 110$ kV/cm (long dash line), and $F = 130$ kV/cm (dotted-dash line). [42]
Fig. 12. The effects of Al concentration $x$ and as-grown well width ($L_z$) on the absorption change of $\text{Al}_{x}\text{Ga}_{1-x}\text{As/GaAs}$ DFQWs. (a) $x = 0.3$ and $L_z = 8$ nm, (b) $x = 0.3$ and $L_z = 10$ nm, (c) $x = 0.2$ and $L_z = 12$ nm, (d) $x = 0.3$ and $L_z = 12$ nm, and (e) $x = 0.4$ and $L_z = 12$ nm, in different $L_d$ from 0 to 4 nm stepped by 1 nm. $L_d = 0$ (solid line), $L_d = 1$ nm (dot line), $L_d = 2$ nm (dash line), $L_d = 3$ nm (long dash line) and $L_d = 4$ nm (dotted dash line). [42]

$\alpha_{\text{loss}}$ depends on the tail of rising unbiased absorption exciton edge and is inversely proportional to the Stark shift. The increase (although small) of unbiased absorption coefficient due to initial interdiffusion, as shown in Figure 11(a), and the reduction of Stark shift, see Table 1, these make the $\alpha_{\text{loss}}$ increase for $L_d \leq 2$ nm as shown in Table 2. However, $\alpha_{\text{loss}}$ reduces at
The Stark shift and the normalised shift, i.e. which is denoted as $SS_{L_d \neq 0}/SS_{L_d = 0}$, of DFQWs with $L_d = 0$ to 4 nm stepped by 1 nm in an applied field $F = 90 \text{kV/cm}$. [42]

<table>
<thead>
<tr>
<th>$L_d$ (nm)</th>
<th>Shift (meV) $SS_{L_d \neq 0}/SS_{L_d = 0}$</th>
<th>Shift (meV) $SS_{L_d \neq 0}/SS_{L_d = o}$</th>
<th>Shift (meV) $SS_{L_d \neq 0}/SS_{L_d = 0}$</th>
<th>Shift (meV) $SS_{L_d \neq 0}/SS_{L_d = o}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>32.9</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>25.5</td>
<td>0.76</td>
<td>6.5</td>
<td>0.59</td>
</tr>
<tr>
<td>2</td>
<td>21.5</td>
<td>0.65</td>
<td>10.0</td>
<td>0.90</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The residence loss of DFQWs that the operation wavelength is selected at bias exciton peak ($F = 90 \text{kV/cm}$) and the normal ON-state is at $F = 0$. [42]

<table>
<thead>
<tr>
<th>$L_d$ (nm)</th>
<th>$L_z$ = 8 nm</th>
<th>$L_z = 10$ nm</th>
<th>$L_z = 12$ nm</th>
<th>$L_d$ (nm)</th>
<th>$L_z$ = 8 nm</th>
<th>$L_z = 10$ nm</th>
<th>$L_z = 12$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2457</td>
<td>990</td>
<td>606</td>
<td>3161</td>
<td>1169</td>
<td>657</td>
<td>3695</td>
</tr>
<tr>
<td>1</td>
<td>3630</td>
<td>1487</td>
<td>715</td>
<td>6653</td>
<td>2354</td>
<td>1000</td>
<td>10228</td>
</tr>
<tr>
<td>2</td>
<td>2500</td>
<td>1275</td>
<td>892</td>
<td>3787</td>
<td>2558</td>
<td>1464</td>
<td>6586</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1250</td>
<td>1100</td>
<td>-</td>
<td>2065</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

$L_d = 3 \text{ nm}$ due to an increasing Stark shift. For a more extensive interdiffusion, the 1S HH exciton tunnels out beyond $F = 90 \text{kV/cm}$, therefore, a slightly lower field ($F = 80 \text{ V/cm}$) is used. Under this field strength, $\alpha_{\text{loss}}$ is only $\approx 580 \text{ cm}^{-1}$ whilst Stark Shift is 24 meV. It should be noted that the $\alpha_{\text{loss}}$ considered here is purely the material absorption coefficient. In the case of a practical device structure, the optical confinement is usually $< 1$ [47]. Take the optical confinement equal to 0.5 as an example, the $\alpha_{\text{loss}}$ of the extensive interdiffused QW ($L_d = 4 \text{ nm}$) reduces to 290 cm$^{-1}$.

Another important modulation parameter is the required bias (voltage) to make the ON/OFF modulation. For the case of extensive interdiffusion, since the confinement becomes effectively weaker, the DFQW offers a higher tunneling rate [48], Equivalently, a lower voltage is required [49] by using the DFQW as compared to the as-grown QW. This higher switching rate combined with low $\alpha_{\text{loss}}$ (580 cm$^{-1}$ at $F = 80 \text{ kV/cm}$) can be very useful in high speed EA-modulators, while the lowered voltage feature can be used to
Fig. 13. The operation wavelengths of AlGaAs/GaAs DFQW in different $L_d$ from 0 to 4 nm stepped by 1 nm. The operation wavelengths are at the 1S HH exciton peak biased by applied field $F$=90 kV/cm. The solid-lines, dotted-lines and dashed-lines are the cases $L_z$ = 8, 10, 12 nm respectively. For a fixed diffusion, i.e. $L_d$ = 2 nm, the points A and C represent the wavelength at $L_z$ = 12 nm and 8 nm, respectively, for $x = 0.2$. Likewise, the points B and D correspond to the cases for $x = 0.4$. [42]

satisfy the low bias requirement of switching arrays from by self-electro-optic effect device (SEED) [50].

An interesting feature of DFQW is in its adjustability of $X_{op}$. A summary of $X_{op}$ working at $F$ = 90 kV/cm as a function of $L_d$ (from 0 to 4 nm), $x$ (from 0.2 to 0.4), and $L_z$ (from 8 nm to 12 nm) are shown in Figure 13. Due to the diffused potential profile moves upwards with increasing $L_d$, for the cases of $F > 0$, the energy of eigenstate in general increases with respect to that of the as-grown structure for cases of $F \geq 0$, and thus $X_{op}$ blue shifts. For the typical case which is denoted by (♦ ... ♦) in the figure, the $X_{op}$ blue-shifts from 1.442 to 1.565 eV when $L_d$ increases from 0 to 4 nm. This blue shift property of $X_{op}$ is nonlinear in nature that the tuning of $X_{op}$ is wider in the intermediate interdiffusion range (1 nm $\leq L_d \leq$ 2.5 nm) than those in the initial stage ($L_d < 1$ nm) and final stage ($L_d > 2.5$ nm). In practice, the precise control of the operation wavelength by a fine adjustment of $L_d$ can be realized when the annealing temperature reduces to around 900°C [51]. For instance, an annealing time of 10 seconds implies $L_d = \sqrt{(2.9 \times 10^{-17} \text{ cm}^2/\text{s}) (10\text{s})} = 1.7 \text{ Å}$. Therefore, the required $L_d$ for a targeted wavelength discussed here is experimentally achievable.
(ii) Effect of as-grown Al concentration variation in barrier

When $x$ increases from 0.2 to 0.4 and $L_z$ is fixed at 12 nm, $\Delta \alpha$ under different applied fields and for all interdiffusion extends gradually and rises up due to an enhancement of the quantum confinement, as shown from Figure 12(c) to (e). The increasing DFQW $\Delta \alpha$ over its corresponding as-grown QW enhances from the case of $x = 0.2$ to $x = 0.4$. As a consequence, when Al concentration increases, a longer range of interdiffusion exists with an enhanced $\Delta \alpha$, and an increased magnitude of $\Delta \alpha$. However, it should be noted that, for all cases of $x$, $\Delta \alpha$ terminates at a lower applied electric field when $L_d$ increases, see Figure 12(c) to (e). Generally, the maximum allowed applied field (voltage) of DFQWs increases when $x$ increases.

The variation of the Stark shift, it variation of DFQWs due to the increase of Al concentration is illustrated by its normalized value, i.e. $\frac{\text{Stark shift}(L_z \neq 0)}{\text{Stark shift}(L_z = 0)}$. The normalized Stark shift of the DFQWs reduces, see Table 1 (column 2, 4, 6), and thus $\alpha_{\text{loss}}$ of the DFQWs increases, see Table 2, when $x$ increases. Adjustability of $\lambda_{op}$ of DFQWs also widens with the increase of $x$ as shown in Figure 13. By comparing the adjustable range of $\lambda_{op}$ of the DFQW (from $L_d = 0$ to $L_d = 2$ nm), when $x$ increases through 0.2, 0.3, and then 0.4, it increases from 35.4 meV to 64.3 meV and 78.1 meV, respectively.

(iii) Effect of as-grown well width variation

The effect of the as-grown well width on $\Delta \alpha$ of DFQWs has been summarized as shown in Figure 12(a), (b) and (d) [42]. It is found that for almost all the interdiffusion cases and $L_d = 0$ (the as-grown structure), $\Delta \alpha$ on the whole reduces with increasing $L_z$. However, the range of the interdiffusion extent with an enhanced $\Delta \alpha$ (over that of $L_d = 0$ case) widens when the as-grown well width increases. This is because the confinement of QW with a wider as-grown well width improves with interdiffusion. In addition, interdiffusion can produce a recovery to the reduction of $\Delta \alpha$ due to increasing well width. For instance, when $L_z$ of an as-grown QW increases from 8 nm to 10 nm, its $\Delta \alpha$ at $F = 110$ kV/cm reduces from 17000 cm$^{-1}$ to 6000 cm$^{-1}$, however, the $\Delta \alpha$ of the latter QW can be improved to 12000 cm$^{-1}$ by interdiffusion to $L_d = 1$ nm. Consequently, there are two benefits in using interdiffusion in the wide well-width QW structure; first, the range of an enhanced $\Delta \alpha$ increases when $L_z$ increases, second, interdiffusion can, to a certain extent, compensate the degradation caused by a widened well width on $\Delta \alpha$.

As $L_z$ increases, the amount of Stark Shift of all the interdiffusion cases increases, as shown in Table 1 (the middle three columns). The $\alpha_{\text{loss}}$ reduces as shown in Table 2. Moreover, the adjustability of $\lambda_{op}$ decreases as the as-grown well width widens. On the other hand, since a narrower as-grown
**DIFFUSED QUANTUM WELL MODULATORS**

### Table 3

The normalized $\Delta \alpha$, i.e. $\Delta \alpha_{L_d \neq 0}/\Delta \alpha_{L_d = 0}$, of DFQW with respect to the corresponding rectangular QWs for different $L_d$ cases (from 1 nm to 4 nm stepped by 1 nm) under applied field $F=90$ kV/cm. [42]

<table>
<thead>
<tr>
<th>$x = 0.2$</th>
<th>$L_d$ = 1 nm</th>
<th>$L_d$ = 2 nm</th>
<th>$L_d$ = 3 nm</th>
<th>$L_d$ = 4 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_z = 8$ nm</td>
<td>1.17</td>
<td>0.53</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$L_z = 10$ nm</td>
<td>1.37</td>
<td>0.73</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$L_z = 12$ nm</td>
<td>1.86</td>
<td>0.65</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

| $x = 0.3$ | $L_z = 8$ nm | 1.23          | 0.96          | -             | -             |
|-----------|---------------|---------------|---------------|---------------|
| $L_z = 10$ nm | 1.76          | 1.70          | 0.41          | -             |
| $L_z = 12$ nm | 2.22          | 2.91          | 1.16          | -             |

| $x = 0.4$ | $L_z = 8$ nm | 1.19          | 1.15          | 0.09          | -             |
|-----------|---------------|---------------|---------------|---------------|
| $L_z = 10$ nm | 1.80          | 1.90          | 0.91          | -             |
| $L_z = 12$ nm | 2.46          | 3.58          | 2.18          | 0.34          |

width QW will have a more rapid rate of reduction in the diffused potential depth (thus weaken the confinement), the applied voltage for a required level of ON/OFF in the extensively interdiffused QW is expected to be lowered by reducing the well width, see Figure 12(d) to Figure 12(b) to Figure 12(a).

**C Combined effects of the structural initial conditions to DFQW**

(a) In general, an increase of the both initial conditions including the Al concentration and well width widens the interdiffusion range with an improved $\Delta \alpha$, as shown in Figure 12. An illustrative example is shown in Table 3 which lists the normalized $\Delta \alpha$ ($\Delta \alpha_{L_d \neq 0}/\Delta \alpha_{L_d = 0}$) of DFQWs under bias $F = 90$ kV/cm. By comparing the enhanced $\Delta \alpha$ caused by increasing the Al concentration with that due to the increase of the well width, it can be observed that the former one is more obvious and dominating. Take DFQW with $L_d = 1$ nm as an example and use the ratio of different normalized $\Delta \alpha$ cases for comparison. The increment of $x$ from 0.2 to 0.4 provides an enhancement to the effect of widening $L_z$ on the DFQW from $1.86/1.17 = 1.59$ to $2.46/1.19 = 2.07$. While the widening of $L_z$ from 8 nm to 12 nm, however, brings a weaker enhancement to the effect of increasing $x$ on the DFQW from $1.19/1.17 = 1.05$ to $2.46/1.86 = 1.32$. This means that the effect of interdiffusion on $\Delta \alpha$ is intensified by an increasing Al concentration of
the QW in the study ranges considered here for the two initial conditions. This is in coherence with the analysis of section A of 3.2.1, the dominant factor of an enhanced confinement and thus an improved $\Delta \alpha$ [52] is the diffused potential depth rather than the diffused well width.

(b) The variations of $\alpha_{\text{loss}}$ and Stark shift in the DFQWs, caused by a change of the Al concentration and as-grown well width, are inversely related to each other; the former one increases when Al concentration increases and $L_z$ decreases, and vice versa for the later one. Of the two effects, the variation of $\alpha_{\text{loss}}$ and Stark shift strongly depends on the Al concentration and as-grown well width, respectively. This can be seen by comparing the ratio of the normalized values as used in (a).

(c) An enlargement of the Al concentration and a reduction of $L_z$ can widen the adjustable range of $\lambda_{\text{op}}$. With the initial condition of $x$ increased from 0.2 to 0.4, the variation of $\lambda_{\text{op}}$ of a DFQW (at $L_d = 2$ nm and $F = 90 \text{ kV/cm}$) between $L_z = 8$ nm and 12 nm will be modified from a bandwidth of AC to BD, see Figure 13. Their relative ratio, i.e. BD/AC, is 1.75 which shows the effect of increment in $x$. With the initial condition of $L_z$ reduced from 12 nm to 8 nm, the modification of $\lambda_{\text{op}}$ of the DFQW due to an increment in $x$ from 0.2 to 0.4 will change from the width AB to CD. The influence of reduction in $L_z$ produces a relative ratio (i.e. CD/AB) of 1.99. Therefore, it can be concluded that the adjustability of $\lambda_{\text{op}}$ through interdiffusion is more sensitively dependent on the as-grown well width.

(d) One of the interesting features of the DFQW is a lowered required voltage swing when the interdiffusion is moderately extensive (the relevant value of $L_d$ depends on the Al concentration and $L_z$). The maximum allowed applied voltage increases with the increase of both $x$ and $L_z$.

D Advantages of employing DFQWs as the active region material

Based on the four features discussed in the section C of 3.2.1, for general applications, the $\text{Al}_x\text{Ga}_{1-x}\text{As/GaAs}$ with $x$ between 0.3 and 0.4 and $L_z$ between 10 nm and 12 nm should be employed to develop DFQW EA modulation devices for general applications. Within these ranges, the magnitudes of $\Delta \alpha$, the extension of $L_d$ with improved $\Delta \alpha$ and the adjustability of $\lambda_{\text{op}}$ are at their best.

A wide well-width rectangular QW to be used as the active-region material can provide a large Stark Shift and a low $\alpha_{\text{loss}}$ in the EA modulator [46]. With interdiffusion, the magnitude of $\Delta \alpha$ can be further improved in this wide-well-width QW system. The range of interdiffusion with an enhanced $\Delta \alpha$ widens with increasing $L_z$. On the other hand, the low-Al concentration in rectangular QWs are attractive instruments for developing SEED devices [46].
since it provides a fast tunneling rate. However, these QWs suffer from low \( \Delta \alpha \). Interdiffusion can then be a remedy to restore the \( \Delta \alpha \) as demonstrated in Figure 12.

The only drawbacks of the DFQW for the above two devices seem to have a narrow Stark shift and a large \( \alpha_{\text{loss}} \). However, for an accurate comparison, a DFQW should be compared with an "equivalent" rectangular QW [53] having the same amount of the Stark shift. In this case, the \( \alpha_{\text{loss}} \) of DFQW is found to be less. In order to develop an equivalent-quantum well with the same \( \Delta \alpha \) as that of DFQW, a narrower well width or a deeper potential depth is required. This will reduce the Stark shift and the tunneling sensitivity [46], thus increasing the loss as compared to the DFQW. On the other hand, in order to provide a similar Stark shift to the DFQW structures, a wider well width and shallower well depth in the equivalent-QW are required. In this case, the \( \Delta \alpha \) of the equivalent-QW reduces. This means that an equivalent-QW cannot attain both the \( \Delta \alpha \) and Stark shift (and thus residual loss) of a DFQW at the same time. As a whole, the improvement of DFQW in terms of confinement and tunneling sensitivity cannot be replaced by a single rectangular QW. This is also one of the advanced feature in using DFQW for the EA-modulator.

The required bias of the modulator can also be reduced by introducing an extensively interdiffused QW structure, thus found applications in high-speed modulators. DFQW can provide an adjustability of \( \lambda_{\text{op}} \), therefore, a single substrate QW structure is only required with a selective interdiffusion process to develop EA-modulators which operate at different \( \lambda_{\text{op}} \)'s. A multiple bandgap integrated structure can be realized for multi-colors or wide bandwidth applications. The yield of fabrication may also be improved by using interdiffusion as a post-growth wavelength correction technique.

3.2.2 \textit{InGaAs(P)/InP} DFQW

For InP-based DFQW, it can also provide adjustability of \( \alpha_{\text{op}} \) and modulation depth. For instance, a five periods of 85 Å \( \text{In}_{0.53}\text{Ga}_{0.47}\text{As} \) well and 120 Å \( \text{In}_{0.76}\text{Ga}_{0.24}\text{As}_{0.51}\text{P}_{0.49} \) barrier DFQW provide 80 nm, 95 nm and 120 nm bandgap shift which depends on the irradiation conditions during PAID [33]. The modulation depth of the samples reduces, as shown in Figure 14. At the optimum modulation wavelength of 1522 um for the sample with 120 nm shift, \( \text{CR} \) with value of 20 dB is obtained when the bias voltage is varied between \(+0.5\) V to \(-2.5\) V. The \( \text{CR} \) increases to 27 dB by using a sample with less shift of 80 nm. In another quaternary \text{InGaAsP} DFQW modulator [34], the transition energy of \text{Cl-HH1} blue shifts with a value of 80 meV. \text{CR} of the modulator is 15 dB under \(-6\) V bias. Consequently, although the modulation depth of the InP-based DFQW modulator reduces with interdiffusion, the value is large enough for modulation application. In addition, the adjustability
Wavelength (nm)

Fig. 14. Modulation depth when bias voltage was varied between +0.5 V and −1 V plotted as a function of wavelength for three samples which had undergone different bandgap shifts: 
—○— shifts 80 nm, —□— shifts 950 nm, and —△— shifts 120 nm. [33]

of λ_{op} enables successful development of a single substrate QW structure to operate at different photon wavelengths by a selective interdiffusion process. The InP-based DFQW also provides an extra property of strain over lattice matched GaAs based materials. Two types of strain including compressive and tensile are possible in InGaAsP DFQW to offer blue-shift or red-shift in the exciton absorption peaks. The engineering of these types of strain can act as another degree of freedom to modify the modulation properties.

Through a theoretical study, the effects of strain on the interdiffused InGaAsP/InP potential profile, implies the quantum confinement, and thus λ_{op} and QCSE can be considered in detail [43]. For a InGaAsP/InP material system, interdiffusion can be experimentally controlled as group III sublattices dominant by implanting dopant of Zn [54] or group V sublattices dominant by implanting dopant of phosphorus [55].

The transition energy, λ_{op} and QCSE strongly depend on the quantum confinement, therefore the interdiffused potential profile and subband wavefunctions are to be first discussed. As Group III interdiffusion proceeds, the well shape is modified due to a large compressive strain created in the well layer near the interface, thus "miniwells" are generated at the interfaces [56], see Figure 15 for In_{0.61}Ga_{0.39}As_{0.84}P_{0.16}/InP DFQW. All the confined electron states are located above the miniwells for interdiffusion
Fig. 15. (a) The conduction band potential profiles, and first electron C1 wavefunction square of the In$_x$Ga$_{1-x}$As$_y$P$_{1-y}$/InP Group III diffused QWs with $L_c = 10$ nm and $L_d = 0$ (solid line), $L_d = 1.5$ nm (dot line), and $L_d = 3$ nm (dash line) where $1 - y = 0.16$ and under zero bias. The material system is lattice-matched before any interdiffusion. (b) The heavy hole HH potential profiles, and first heavy hole HH1 wavefunction square of the same DFQWs. [43]
up to $L_d = 3$ nm, hence the wavefunction of C1 is mainly localized at the center of the well, see Figure 15(a). On the other hand, the HH1 wavefunction is localized in the miniwells with a double peaks shape. As $L_d \rightarrow 1.5$ nm, the miniwells become sharper and deeper, where the splitting of double peaked HH1 becomes more pronounced, see Figure 15(b). As interdiffusion proceeds further ($1.5$ nm < $L_d$ ≤ $3$ nm), the amount of In atoms penetration into the well center is large enough to create a more uniform alloy distribution to even out the strain energy. As a result, the HH potential profile becomes much flatter where the miniwells are diminishing. This forces the HH1 wavefunction to be pushed out of the miniwells and re-localized at the center of the well, as can be seen in Figure 15(b). The eigenstates under an applied electric field are very similar in trend to the case of an unstrained interdiffused QW or square QW, see Figure 16.

The potential profiles of the QWs can also be modified by Group V interdiffusion, see Figure 17 for In$_{0.61}$Ga$_{0.39}$As$_{0.84}$P$_{0.16}$/InP DFQW. The diffused quaternary material modifies the confinement profile in the central well layer, at the same time, two extra triangular wells are generated in the two barriers near the interfaces [43]. Consequently, a “three-wells” potential profile is produced. When an electric field is applied to the Group V interdiffused QW structure, an interesting feature can be obtained.

**Fig. 16.** The biased (F= 100 kV/cm) C and HH profiles as well as C1 and HH1 wavefunction square of the DFQW with $L_d = 1.5$ nm (dot line) and 3 nm (dash line). [43]
Fig. 17. The Group V interdiffusion for the In$_x$Ga$_{1-x}$As$_y$P$_{1-y}$/InP QWs with $L_z = 10$ nm and $L_d = 0$ (solid line), $L_d = 1.5$ nm (dot line), and $L_d = 3$ nm (dash line) where $1 - y = 0.16$ and under zero bias. The material system is lattice-matched before any interdiffusion. (a) Conduction band. (b) Valence band. [43]
Fig. 18. The biased ($F=100 \text{kV/cm}$) for the case in Figure 17. The diffusion lengths are $L_d = 0$ (solid line), $L_d = 1.5 \text{ nm}$ (dot line), $L_d = 2 \text{ nm}$ (dash line), and $L_d = 3 \text{ nm}$ (dot-dash line). (a) Conduction band. (b) Valence band. [43]
As interdiffusion initially proceeds, see Figure 18, the bottom of the central well maintains at a level as deep as that of the rectangular QW while the lower part of the central well becomes narrower. These contribute to a stronger confinement and a movement of the wavefunction to the well center (i.e. \( z = 0 \)). In other words, in a biased well structure and as a result of diffusion, the HH1 wavefunction localized from a position originally near the interface (when \( L_d = 0 \) nm) moves towards the well center, while the C1 wavefunction remains roughly localized at the well center, as shown in Figure 18. As interdiffusion proceeds further to \( L_d = 2 \) nm, more P penetrates into the center of the well layer and thus causes the well depth to reduce. It should be noted that at this time, however, the HH potential depth of the two side-triangular-wells remains the same. Therefore, the HH1 wavefunction re-distributes to a strong localization in the triangular well while it only weakly localizes in the central well (dash line). In all cases considered here, the C1 wavefunction remains confined at the well center (in fact, this feature maintains until \( L_d = 3 \) nm). When \( L_d \) increases to 3 nm, since the energy of the HH1 state is below the minimum potential of the well center, this state is confined in the triangular well and thus the wavefunction (dotted dash line) is completely localized into the triangular well. All these variations will significantly modify the interband transition energy, \( \lambda_{op} \) and QCSE of the DFQW under Group V interdiffusion.

For the interband transition energy and \( \lambda_{op} \), Figure 19(a) shows the C1-HH1 transition energy (under zero bias) as a function of Group III diffusion length \( L_d \) within a range of P concentrations in the well layer. This figure can serve as a guideline (without considering the modulation properties) for selecting a particular initial as-grown composition that best suits a desired tunable \( \lambda_{op} \). In the case of P in well = 0.10 which terminates at \( L_d = 1 \) nm. This is because, at that point, the top width of the diffused well has reached the critical layer thickness. In order to have a meaningful analysis of the effect of interdiffusion on the optical properties, the P content can only be taken here as low as 0.16 for \( L_d \) to have an extension up to 4 nm.

In the case of Group V interdiffusion, the C1-HH1 (solid lines) and C1-LH1 (dash lines) transition energies generally blue-shift (contrast to Group III interdiffusion) but to a lesser extent when P concentration increases. Since tensile strain is produced in the well layer during interdiffusion [43], the HH1 and LH1 cross each other at a particular Group V interdiffusion extent. At the crossing, polarization (TE and TM) insensitivity photonic materials can be obtained. A plot of the transition energies are shown in Figure 19(b) for a range of concentrations. For the case of P in well = 0.10, the blue shift terminates at \( L_d = 2.5 \) nm since after which, dislocation will be generated.

The magnitude of QCSS is an important parameter for modulation. For the Group III interdiffusion, as listed in Table 4, the QCSS increases with \( L_d \) until diffusion becomes extensive; it is dominated by the variation of
Fig. 19. (a) The C1-HH1 transition energies in different extent of group III one phase interdiffusion with $L_z = 10$ nm and $L_d$ ranged from 0 to 4 nm. The considered material system is $\text{In}_x\text{Ga}_{1-x}\text{As}_{0.5}\text{P}_{1-y}/\text{InP}$ with $P_{1-y} = 0.10, 0.16, 0.23, 0.30, 0.36, 0.43, 0.49, 0.56, 0.63, 0.69, 0.76, 0.82, 0.89,$ and 0.96 from lowest to highest dotted lines. (b) The C1-HH1 (dot lines) and C1-LH1 (long dashed line) transition energy for the same materials in (a) under different extent of group V one phase interdiffusion ranged from $L_d = 0$ to 4 nm. [43]
TABLE 4
The quantum confined Stark shift of In$_{0.61}$Ga$_{0.39}$As$_{0.84}$P$_{0.16}$/InP DFQW with $L_d$ of 10 nm [43].

<table>
<thead>
<tr>
<th>$L_d$ (nm)</th>
<th>Stark Shift (meV)</th>
<th>Group III</th>
<th>Group V</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>21</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>33</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>34</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>33</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>26</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 5
The shift of Cl and HH1 state, and Stark Shift of the DFQW with $L_z$ of 10 nm and as-grown $P_L$ shift of Cl shift of HH1 Stark Shift

<table>
<thead>
<tr>
<th>$L_d$ (nm)</th>
<th>shift of Cl (meV)</th>
<th>shift of HH1 (meV)</th>
<th>Stark Shift (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>15</td>
<td>21</td>
</tr>
<tr>
<td>1.5</td>
<td>6</td>
<td>28</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>23</td>
<td>28</td>
</tr>
</tbody>
</table>

the HH1 state in the miniwells. As $L_d$ increases to 1.5 nm (under a bias of 100 kV/cm), this HH1 state is attracted into the bottom of the deepened left-hand side miniwell, as shown in Figure 16. This creates a large shift of the HH1 state, see Table 5, and thus the bandedge shifts accordingly. When $L_d > 1.5$ nm, the depth of the entire well increases while the miniwell shape flattens out; this reduces the shift of HH1 state and contributes to a reduced QCSS. Under the Group V interdiffusion, QCSS of the low-P material system reduces when $L_d \to 1.5$ nm and then increases when $L_d \to 2$ nm. This is due to a pronounced quantum confinement in the beginning, followed by a weakened confinement.

3.3 Polarization Insensitive Modulation

As discussed in section 1, a waveguide type modulator exhibits a drawback of strong polarization dependence on the incoming optical TE and TM fields. Polarization insensitivity of both AlGaAs/GaAs and InGaAsP/InP QW structure have been intensively investigated recently.

For lattice matched AlGaAs/GaAs QW structure, one of the ways to produce polarization insensitivity is to develop a parabolic-shaped confinement in the finite depth QW structure (hereafter denote as PQW) [57].
The reason for this is that QCSS of the fundamental transitions are insensitive to HH and LH effective masses in the PQW, thereby resulting in an identical energy of QCSS [58]. This feature gives the PQW an ability to modulate light with a transverse magnetic (TM) polarization in a similar degree to that with a transverse electric (TE) polarization. Currently, the selection of an appropriate DFQW and the chronological steps to determine the ON-state and OFF-state of an interdiffusion induced parabolic-like AlGaAs/GaAs QW electro-absorption modulator has been proposed for producing polarization insensitivity [59].

There are two features of the PQW that can be used to assess whether the potential profile of the DFQW has reached a parabolic-like shape. They are (i) an equally spaced eigenstates, and (ii) an equal QCSS energy of the C1-HH1 and C1-LH1 transitions as well as the shift of their 1S exciton transition energies.

As shown in Figure 20, the upper half of the DFQW potential profile will widen-up from the as-grown rectangular QW structure (dotted-dash line) as $L_d$ increases. At the same time, the lower half of the QW width will narrow down to match that of the PQW. With the appropriate extent of interdiffusion, i.e. $L_d = 2$ nm (solid line), the diffused profile can become very close to the PQW profile (dash line). Consequently, to achieve the parabolic-like DFQWs, a narrower as-grown rectangular well width $L_z$ than that of the targeted PQW is required.

The polarization insensitivity considerably depends on the structural parameters of the DFQWs such as $L_z$ and Al content of the as-grown rectangular QW as well as the extent of interdiffusion, indicated by $L_d$. Under interdiffusion, the interfaces between the barrier and well of lattice-matched AlGaAs/GaAs QW system are modified from abrupt to graded gradually [28]. Consequently, the energy of bound states will change and thus the energy difference of adjacent bound states $i$ and $j$, $\Delta E_{ij} = E_i$ (energy of bound state $i$) $- \Delta E_j$ (energy of bound state $j$), is modified. For Al$_{0.32}$Ga$_{0.68}$As/GaAs DFQW with $L_z = 14$ nm, the deviation of $\Delta E_{ij}$ from $\Delta E_{12}$ to $\Delta E_{54}$ of conduction band and HH valence band gradually reduces at the beginning of interdiffusion, i.e. the confinement profile becomes more parabolic-like in shape. The mean deviation of $\Delta E_{ij}$ becomes minimum at $L_d = 2$ nm and $L_d \approx 1.5$ nm for HH and electron, respectively, as shown in Figure 21. Upon further increasing of $L_d$, the DFQW is over-interdiffused so that the mean deviation increases.

QCSS due to an applied electric field of the Al$_{0.32}$Ga$_{0.68}$As/GaAs DFQW will also be modified by interdiffusion and thus the difference between QCSS of C1-HH1 and C1-LH1 is varied as shown in dashed line of Figure 21 where the demonstrated applied field is $F = 50$ kV/cm. At $L_d = 2$ nm, the difference reduces to minimum. The minimum of the mean deviation of HH bound state and the minimum of the QCSS difference indicate that the DFQW
Fig. 20. Potential profile of the parabolic $\text{Al}_{0.32}\text{Ga}_{0.68}\text{As/GaAs}$ DFQW (solid line) with $L_z = 14$ nm and $L_d = 2.0$ nm, and its corresponding as-grown QW (dashed-dot line) with $L_d = 0$, and the ideal PQW (dash line) $x = 0.3$, $L = 20$ nm. [59]

with $L_d = 2$ nm is most parabolic-like in shape. As shown in Figure 21, both the minimum of the QCSS difference and the mean deviation of HH bound state locate at the same $L_d$ when the minimum mean deviation of electron bound state positions at the slightly shorter $L_d$. This implies that the variation of QCSS is dominated by changes in HH valence band, This feature can also be obtained in an interdiffused strained InGaAsP/InP QW system [43]. It is also worthy to note that in another report of non-square AlGaAs/GaAs QW, the modeling fitted experimental result shows that the modification of interband transition energies of unbiased QW system is dominated by the variation of conduction band [60]. Consequently, the variation of QCSS of C1-HH1 is dominated by HH valence band in both latticed matched AlGaAs/GaAs QW and InGaAsP/InP QW systems. On the contrary, the modification of interband transition energies is dominated by the conduction band.

Polarization insensitive ON-state is an unbias state in which $\alpha_{TE} = \alpha_{TM}$ and polarization OFF-state is a bias state in which $\alpha_{TE} = \alpha_{TM}$. In order to obtain these ON and OFF states with a polarization insensitive electro-absorptive change (i.e. $\Delta\alpha_{TE} = \Delta\alpha_{TM}$), $\lambda_{op}$ and the strength of the reverse biased field are two mutual related factors that have to be determined. The chronological steps to determine the ON- and OFF- states by interdiffusion and the electro-absorption modulation are discussed as follows.
Fig. 21. Mean deviation of energy difference of adjacent bound state ($\Delta E_{ij}$) of HH (solid line) and electron (long dash line), and difference between QCSS of HH and LH transition (dot line) of the $\text{Al}_{0.32}\text{Ga}_{0.68}\text{As/GaAs}$ DFQW. [59]

The first step is to obtain a range of $\lambda_{op}$, within which the modulator can provide polarization insensitive ON-state. This range can be determined from the unbiast ($F = 0$) TE and TM absorption spectra as shown in Figure 22. Due to the broadening of exciton absorption, the same amount of TE and TM absorption coefficient can only be found in the absorption tail at least 10 nm away from the exciton edges (HH for TE and LH for TM). The photon wavelength at the absorption tail with the same TE and TM absorption coefficient starts from $\sim 0.858 \mu \text{m}$ to long wavelengths. This is the range of $\lambda_{op}$ that can be selected as polarization insensitive ON-state.

The second step is to determine a range of bias fields, with which the polarization insensitive OFF-state can operate within the pre-determined range of wavelengths with the same amount of unbiast TE and TM absorption (obtained from step 1). For the case shown in Figure 22, when $F \geq 100 \text{ kV/cm}$, the cross point of biased TE and TM absorption (the polarization insensitive OFF-state) can shift (due to Stark effect) into the wavelength range. The wavelength of this cross point is the $\lambda_{op}$ with polarization insensitive ON- and OFF- states. Since an applied field $F \geq 100 \text{ kV/cm}$ can be used to produce the ON- and OFF- states, more than one $\lambda_{op}$ can be obtained for polarization insensitive modulation.
In the final step, an appropriate $\lambda_{op}$ and bias field is determined. When the applied electrical field increases, the absorption coefficient reduces because the overlap integral of electron and heavy wavefunction as well as electron and light hole wavefunction reduces. In the case of Figure 22, when applied field increases from $F = 100$ kV/cm onwards, although polarization insensitive ON- and OFF- states can be obtained, the absorption coefficient of the OFF-state and $\Delta \alpha$ (absorption change between the OFF-state and the ON-state) reduces. In view of this, the tradeoff between $\alpha_{\text{loss}}$ ($\alpha$ at the OFF-state) and $\Delta \alpha$ has to be considered. When an applied field increases, $\lambda_{\text{loss}}$ reduces since $\lambda_{op}$ is moving far from the unbiased exciton edges (high loss), however, $\Delta \alpha$ (and thus CR) also reduces. In order to have a large $\Delta \alpha$ and, at the same time, to maintain polarization insensitive ON- and OFF-states, $F = 100$ kV/cm is used as the bias field and $\lambda_{op}$ is now set at 0.858 $\mu$m for $\text{Al}_{0.32}\text{Ga}_{0.68}\text{As/GaAs}$ DFQW with $L_z = 14$ nm and $L_d = 2$ nm. Since $\lambda_{op}$ is far from the unbiased HH exciton absorption edge (0.846 $\mu$m), $\alpha_{\text{loss}}$ is low with a value of 258 cm$^{-1}$. It should be noted that since $\lambda_{op}$ increases with applied field, these two parameters are mutual related. To compare the result of the modeled DFQW with the experimental result [58], the PQW measured to be $\Delta \alpha \cong 1000$ cm$^{-1}$ against 1162 cm$^{-1}$ for the DFQW at $\lambda_{op}$ of 0.858 $\mu$m. This implies that the calculated DFQWs can perform as well as the PQW.
A word of caution from Figure 23. The $\Delta \alpha$ spectra of the DFQW, apart from the fact that $\lambda_{op}$ (0.858 $\mu$m) at $F = 100$ kV/cm can provide polarization insensitivity electro-absorptive modulation, at a lower applied field such as $F = 80$ kV/cm, the polarization insensitivity can also be obtained at $\sim 0.853$ $\mu$m (see inserted box in Figure 23) where $\Delta \alpha_{TE} = \Delta \alpha_{TM}$. However, as shown in Figure 23, the ON-state $\alpha_{TE} \neq \alpha_{TM}$ means that an extra modulator is required to pre-adjust the TE and TM polarized signal in order to obtain the same amount of modulated intensity. Although there is an advantage in using a smaller power consumption (power consumption is due to load resistance) of $F = 80$ kV/cm than that of $F = 100$ kV/cm, the extra device makes the modulation system more complex which is not desirable in practice. As a consequence, DFQW at $F = 80$ kV/cm is not useful for polarization insensitive modulation.

It is known that, within realistic experimental limits, a deviation of few monolayers is possible in QW fabrication to the expected well thickness. For an example of a deviation of $\pm 5$ Å in $L_z$, the polarization insensitive $\Delta \alpha$ will degrade [52]. In order to develop an parabolic-like DFQW with larger absorption modulation, the as-grown $L_z$, Al concentration in barrier and extent of interdiffusion have to be selected carefully.
For the InGaAsP/InP QW structure, in order to achieve the polarization insensitivity, an adequate amount of shear strain which can at least counter-balance the splitting of HH1 and LH1 states due to quantum confinement is required [61] so that the HH1 and LH1 exciton peaks can merge together. It is reported that, by using Group V interdiffusion, InGaAs(P)/InP QWs can produce polarization insensitive electro-absorptive modulation by generating enough shear strain [62]. The longer the annealing time, the stronger the induced shear strain. In 1996, polarization insensitive InGaAs/InGaAsP/InP amplifier was experimentally demonstrated by using QW intermixing [63]. This further consolidated that the tensile strain generated by interdiffusion can be used to achieve polarization insensitivity.

A two-phase interdiffusion model [64,65] has been used in the theoretical study [62] that only the Group V sublattices of QWs take part in the interdiffusion mechanism. The results have shown that the two-phase Group V interdiffusion can not only create enough tensile strain in the well, as shown in Figure 24, to merge the C1-HH1 and C1-LH1 transition energies for the polarization insensitivity, as shown by the cross point in Figure 25, but also maintain an abrupt potential profile with diffused $L_z$ equal to that of as-grown QWs. This feature of constant $L_z$ with interdiffusion would improve the potential for developing a polarization insensitive modulator: a graded profile modifies the effective $L_z$ and the broadening factors of exciton and bound state, hence making it difficult to produce polarization insensitivity.

The effects of the P content in the well layer of the as-grown attire-matched InGaAs(P)/InP QW has also been addressed. The increase of the P content creates two disadvantages for the interdiffusion to produce polarization insensitivity. The first one is that the splitting between HH and LH increases, implying that larger tensile strains are required to bring the LH and HH states back together. Thus a longer annealing time is required to generate the stronger tensile strain. However, if a low initial as-grown tensile strain is introduced in an as-grown rectangular QW structure, only a small tensile strain is required to be produced from interdiffusion. The second disadvantage is that the increase of as-grown P content in the well will increase the transition energy of the as-grown lattice matched QW structure, thereby reducing the adjustable range of transition energy by interdiffusion. This reduces the tuning ability of the DFQW to reach the target wavelength of 1.55 $\mu$m. Consequently, a material system with a small as-grown tensile strain in the InGaAs/InP QW without any as-grown P in the well should be used.

The DFQW of lattice matched In$_{0.53}$Ga$_{0.47}$As/InP structures with as-grown $L_z$ of 12 nm has been theoretically demonstrated to produce polarization insensitive electro-absorptive modulation, as shown in Figure 26. The maximum absorption change of $\sim$1000 cm$^{-1}$ (CR of $\sim$16 dB for 50 $\mu$m modulation length) can be obtained at photon wavelength of 1.55 $\mu$m as shown in Figure 26. In this structure, the maximum strain at interfaces is
Fig. 24. The strain profile of InGaAs/InP QW with $L_z$ of 11 nm and In content of 0.51. (a) square QW (solid line) and (b) DFQW after annealing time of 0.4 hours (dash line). Tensile strain is positive in value and compressive strain in negative in value. [62]

Fig. 25. The change of C-HH (solid line) and C-LH (dash line) transition energies of DFQW (with In content of 0.51, $L_z = 11$ nm) with increasing annealing time. [62]
0.32% and the average strain is 0.27%. The lattice matched condition of the starting QW structure is particularly attractive since it only requires an easy (high-yield) fabrication process with a simple post-processing thermal annealing to achieve polarization insensitivity.

It is worth noting that, apart from the electro-absorptive modulators discussed in section 3, several other waveguide type DFQW devices such as phase modulator [66,12], demultiplexer [67], and prototype blockaded reservoir and quantum well electron transfer structures (BRAQWETS) [68] have been produced with promising performance, although they are not discussed in detail in this chapter.

4 FABRY PEROT TRANSVERSE TYPE DFQW MODULATOR

4.1 Device Structure

A transverse modulator is a device that allows light to propagate in and out through the whole p-i-n devices structure and perpendicular to the plane of QW. We can use this modulator as transmission or reflection type modulators depending on whether the modulated light propagates out from
the bottom or the top side of the device. The development of this device can bring (a) less complexity for the coupling of light in and out of the modulation range as compared to the waveguide (longitudinal) type of modulators. (b) integratability with vertical-cavity surface emitting lasers [69]. The surface-normal modulators have much shorter optical interaction lengths (typically about a few micrometer) while that of the waveguide type can extend up to about 100 μm. So the total optical modulation amount of the transverse type modulator is lower than that of the waveguide type. Normally, the ON-OFF or contrast ratio of a transverse modulator is about 10:1 [70].

One of the ways to enhance the modulation is to increase the periods of the QW structure but the applied bias voltage also has to be increased simultaneously. Moreover, the thicker the fabricated layers, the higher the non-homogenous field in the QW structure. Generally, a high voltage of ~10 V is required. However, the drive voltage for such modulators will be limited to a few volts when they incorporate in parallel arrays with Si-based LSI electronics to form high-bandwidth optical interconnects [71].

In order to (a) reduce the operating voltage swing and thus minimize the amount of electrical input power, (b) increase the effective path of physical interaction for an expected signal modulations, and (c) has sharp resonance characteristics which are very sensitive to the change of refractive index [72], two quarter-wavelength identical Bragg reflectors are applied on the top and bottom of the QW cavity structure. These two identical Bragg reflectors are a stack of alternating layers with different indexes which are sometimes named as grating mirrors [19, 73, 74]. This is a so-called symmetric Fabry-Perot FP etalon. For the case of making the two grating mirrors with different reflectance, an asymmetric FP structure will be generated. This asymmetric FP configuration has one more merit than the symmetric FP one that the reflectance of the modulator at the OFF-state FP mode will be further reduced and thus perform higher CR [75].

We can model the multi-layer FP modulator using the common transfer matrix method that the whole structure is described as

\[
(M_{FP}) = \begin{pmatrix}
M_{T11} & M_{T12} \\
M_{T21} & M_{T22}
\end{pmatrix}
\begin{pmatrix}
e^{\frac{i}{2} \alpha_e l_e \sqrt{-1(i \delta l_c)}} & 0 \\
0 & e^{\frac{i}{2} \alpha_e l_e \sqrt{-1(i \delta l_c)}}
\end{pmatrix}
\begin{pmatrix}
M_{B11} & M_{B12} \\
M_{B21} & M_{B22}
\end{pmatrix}
\]

(15)

where \(M_{FP}\) is a 2 x 2 transfer matrix of the whole device structure. \(M_{Tj}\) and \(M_{Bj}\) are the matrix elements of the top and bottom Bragg reflector respectively. From this equation, the reflectance \(R_{tot}\) of the modulator can be determined as shown in equation (9).

Basically, the FP electro-absorptive modulator can act as both a modulator and a photodetector in smart-pixed systems [76]. The FP-modulator can be applied (a) to optical interconnections [77], where it acts as the transmitting and receiving element of a free-space link, (b) to 2-D switching networks,
Fig. 27. Schematic diagram of the layer sequence of the FP reflection layer. The active cavity is Al$_{0.3}$Ga$_{0.7}$As/GaAs DFQWs structure. The structure is sandwiched with two reflectors, produced by two alternative layers Al$_{0.3}$Ga$_{0.7}$As and AlAs the top is p-doped while the another one growth on n$^+$-GaAs is n-doped. [28]

an array of modulators fabricated to perform switching such as the cross-bar switch [78], (c) to self-electro-optic effect device (SEED), the modulator integrates with a resistor (R-SEED) and capacitor (C-SEED), or two identical FP modulators integrate together (S-SEED) that perform optical bistable [1]. Although there are not so many reports describing the DFQW modulator, the asymmetric FP reflection DFQW modulator has been experimentally demonstrated by using IFVD [79]. In theory, it has been shown that apart from providing an $\lambda_{op}$ tuning range, this type of DFQW modulator can improve the modulation properties [28]. A schematic diagram of a DFQW FP reflection modulator is shown in Figure 27.

4.2 Characteristics of the Modulator

The first asymmetric Fabry Perot DFQW reflection modulator was reported in 1991 [79]. The active cavity of the modulator is AlGaAs/GaAs DFQW prepared by IFVD annealed at elevated temperatures. The main principles to develop the Fabry Perot DFQW modulator are: First, to fabricate the whole p-i-n device structure by standard technology such as MOCVD. The FP mode of the top and bottom reflectors is designed at a wavelength (in eV) longer than
that of the fundamental transition energy of the as-grown QW in the active cavity of the modulator; and second, by the impurity free vacancy diffusion, where the QW diffuses and the transition energy blue shifts. With a suitable annealing temperature, the transition energy can be adjusted to match the pre-designed operation wavelength (FP mode) of the two reflectors.

With different annealing temperatures, the modulator can be operated in normally-on and normally-off states [79]. The modulation properties of the DFQW modulator in the two states are shown as follows: For normal-off device, the adjusted range of the $\lambda_{op}$ is a blue shift of 31 meV. The absorption of the exciton at the resonant wavelength results in a reflectivity of $\approx 1\%$ at 0 V. When a voltage swing with a value of $-5$ V is applied, the reflectivity at the $\lambda_{op}$ rises up as shown in Figure 28. The device exhibits a contrast ratio of $>10$ dB. From the report, the same modulator structure can also be developed as normally-on device by a longer annealing time. The reflectivity of operation is shown in Figure 29. With a reverse voltage increased from 0 to $-8$ V, the reflectivity drops from 79% to 48%. The OFF-state reflectivity cannot reduce to near zero for good modulation performance. This is mainly due to the structure of the reflectors which is pre-adjusted for a normally-off modulator but not for this normally-on one. In order to optimize the modulation properties of a normally-on DFQW reflection modulator,
Fig. 29. This shows the reflection spectra of a sample that has been annealed at 930°C for 180s. The device is functioned as normally-on operation. [79]

A theoretical report has shown that the reflectance of the top and bottom Bragg reflector should be tailor-designed to match the impedance condition, i.e. the reflectance of the top Bragg reflector equal to that of the bottom Bragg reflector combined with the QWs active cavity, at the $\lambda_{op}$ of the DFQW in the active cavity [28]. The optimized modeling result is shown in Figure 30. The CR at $\lambda_{op} = 0.7713 \mu$m is as high as 41 dB and the OFF-state reflectance of is almost zero.

From a theoretical report, other features such as the modification of the optical properties that interdiffusion can bring to the modulator have been investigated. Moreover, a 100 Å/100 Å Al$_{0.3}$Ga$_{0.7}$As/GaAs DFQW structure has been optimized for the FP device [28]. In principle, there still remains a challenge to both symmetric and asymmetric FP structures in terms of precise control of the active QW layer thickness and composition. For this reason, it becomes difficult to operate the modulator precisely at the desired wavelength with good modulator performance. Several ways to modify $\lambda_{op}$ either permanently or non-permanently have been reported [18,80,81]. The other way is to use a thermally interdiffused QW structure for the active region of the FP cavity. This permits $\lambda_{op}$ and the optical properties of the modulator to be finely adjusted in a controllable manner by annealing the as-grown QW [28]. It works as follows. Interdiffusion of the QW structure will increase the
transition energy (and thus increases $\lambda_{op}$) from both heavy and light holes in the valence band to electron states in the conduction band, and modify the confinement of these carriers in the QW. As a consequence, the joint density of states changes and the optical parameters of the QW material vary. This modification of $\lambda_{op}$ in the FP-modulator provides an alternative option apart from the permanent and the non-permanent method.

Three advantageous features of DFQW which can improve the performance of the Fabry-Perot modulator are also indicated in the theoretical paper.

(a) the absorption coefficient change of $100 \, \text{Å}/100 \, \text{Å} \text{Al}_{0.3} \text{Ga}_{0.7} \text{As/GaAs}$ DFQW (with $L_d \leq 20 \, \text{Å}$, weak interdiffusion), under different applied fields, generally increases over that of $L_d = 0$ case (rectangle QW) due to the improvement of the quantum confinement as discussed in section A of 3.2.1. Since the change of reflectance (the higher the reflectance change, the larger the modulation depth) increases with the change of absorption coefficient, the modulation performance of the DFQW device improves.

(b) In cases of more extensive interdiffusion, such as $L_d \geq 30 \, \text{Å}$, electrons have a higher tunneling rate under bias as shown in Figure 8, which

---

**Fig. 30.** The reflectance spectra of $\text{Al}_{0.3} \text{Ga}_{0.7} \text{As/GaAs}$ $100 \, \text{Å}/100 \, \text{Å}$ DFQW with $L_d = 4 \, \text{nm}$ at applied field $F=0$ (solid line), $F=50 \, \text{kV/cm}$ (dashed-dot line), and $80 \, \text{kV/cm}$ (dashed-double dot line). The arrow shown the operation wavelength. [28]
implies that a smaller applied voltage is required and thus reduce the power consumption consumed in the load resistance and capacitance of the devices' electrical circuit.

(c) As the fundamental transition energy increases with interdiffusion, \( \lambda_{op} \) can therefore be tuned accordingly as shown in Figure 13. Basing on these factor, DFQW FP modulator structures for different \( L_d \)'s which are modified from a rectangular QW FP modulator can provide useful modulation characteristics.

5 INTEGRATION OF MODULATORS TO OTHER PHOTONIC DEVICES

One of the most important applications of intermixing technology is to integrate passive and active waveguide devices such as lasers, modulators, detectors and waveguide in the same wafer. The first monolithic integration of modulator to other photonic components by using an intermixing technology has been demonstrated since 1989 [66], in which a phase modulator is integrated to a laser in the AlGaAs/GaAs QW structure by using IFVD. The laser section is protected by SiN when the diffusion of the QW modulator section is accelerated under the cap layer of SiO\(_2\). The exciton peak of the modulator is designed to blue shift 50–100 Å from the operation wavelength of the laser, so that under QCSE, the exciton peak of the modulator red shifts and the modulator can thus operate with the laser.

In order to operate at the photon wavelength of 1.55 \( \mu \)m, a strained InGaAsP DFQW electroabsorption modulator has been monolithically integrated with a distributed feedback (DFB) laser [34]. The intermixing in the modulator section is accelerated by SiO:P. After RTA, the photoluminescence (PL) peak of the modulator and laser locate at 1.46 \( \mu \)m and 1.54 \( \mu \)m respectively as shown in Figure 31. The laser illustrated single frequency operation at 1.55 \( \mu \)m with the feature of low threshold currents and the transmission of the modulator is 14 dB under reverse bias of 6 V. The insertion losses are low with value of 0.2 dB/100 \( \mu \)m. These good device performances indicate that intermixing is an attractive method to produce laser-modulator PIC.

Recently, another intermixing technique of pulsed laser disordering has also been proposed to integrate active and passive photonic components [82] in InGaAsP QW material. In this report, PAID is demonstrated to be an effective disordering technique to various individual components. However, the spatial selectively of the technique is limited by thermal conduction which leads to a lateral heat flow in integrating photonic components. Another technique of pulsed laser disordering is then proposed for the integration. Although no clear result of an integrated circuit is obtained by using this
Fig. 31. Room temperature photoluminescence spectra of the laser and modulator sections after annealing. [34]

technique (this means that more work has to be done in the future), their results show that the technique can provide a spatial resolution with value better 25 μm for realizing photonic integrated circuits.
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40. It should be noted that the square of this length represents half of the variance of the interdiffusion distribution in a linear flow situation (i.e. $L_d^2 = \frac{1}{2}$ variance, and $L_d = \frac{1}{2}$ standard deviation). The stage of interdiffusion starts with a small $L_d$ where QW compositional profile remains almost rectangular with a graded interface. As $L_d$ increases further, the interdiffusion of wells becomes extensive, which results in complete interdiffusion, as $L_d$ approaches infinity as averaged bulk material between the wells and barriers results.
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1 INTRODUCTION

Semiconductor lasers with high output power, single-mode operation and low threshold current are essential for the applications in long-haul optical fiber communication systems as the coherent light sources. In the past decade, intensive studies have been concentrated on the design and fabrication of high-performance semiconductor lasers such as Fabry-Perot (FP) lasers [1-4] with high output power, distributed feedback (DFB) lasers [5][6] with single-mode operation and vertical-cavity surface-emitting lasers (VCSEL’s) [7,8] with extremely low threshold current. However, some of their fabrication procedures are relatively complicated [9,10]. In order to reduce the production cost and enhance the yield rate, a relatively simple fabrication technique, the compositional-induced disordering of quantum wells (QW’s), is proposed to fabricate semiconductor lasers [11].

Compositional-induced disordering of QW’s is a simple, controllable and reproducible technique to change (i) the band-gap energy and (ii) the refractive index of the as-grown QW’s such that the lateral confinement of optical field can be selectively defined at different locations of the QW wafer. Therefore, the re-growth of passive confinement layers for the ridge-waveguide [12] and buried heterostructure [13] devices is not required and the fabrication procedures of semiconductor lasers can be further simplified. Recently, several types of QW lasers using compositional-induced disordering process have been fabricated, including stripe-geometry [14], ridge-waveguide [12], and external-cavity lasers [15,16]. There are two possible methods to realize diffused QW’s structure: (i) impurity-induced disordering (IID) and (ii) impurity-free vacancy diffusion (IFVD).

1.1 Facet Emitting Lasers

The lateral optical confinement of facet emitting lasers (i.e. FP and DFB lasers) can be realized by the disordering of QW’s active layer. The main purpose of the disordering process is to change the refractive-index profile of the QW’s active layer for the light confinement within the waveguide region. In the following paragraphs, the use of IID and IFVD to fabricate facet emitting lasers will be discussed.
1.1.1. Impurity-Induced Disordering of QW's

IID can be achieved by a direct implantation of ionized, energetic atoms or molecules into the as-growth QW's material. The kinetic energy and the implantation dose of the injected impurities can be varied from 1k to 10MeV and from $10^{10}$ to more than $10^{16}$ ions/cm$^2$, respectively. The implantation process will then be followed by rapid thermal annealing (RTA). The annealing process will last for several seconds within the temperature range from 900 to 1130°C. The use of implanted impurities is to induce free carriers for the generation of equal amount of vacancies during the annealing process. The role of RTA in the IID process is to (i) enhance the interdiffusion rate of the implanted impurities and to (ii) remove any lattice damage created by the implanted impurities. It must be noted that the penetration depth and the degree of damage to the lattice structure are increased with the implantation energy of the impurities. In addition, the interdiffusion rate is directly proportional to the amount of implanted dose. Moreover, the selective implantation of impurities at different locations to form the disordered region of QW's structure can be realized with the control of interdiffusion rate along lateral and longitudinal directions (see Figure 1).

In the fabrication of semiconductor lasers, different types of implanted ions can be used. They are simply divided into two major categories as follows:

*Electrically active species* — *n- and p-type ions*

Silicon can be used as n-type impurity in the IID process to fabricate semiconductor lasers. It is shown that excellent lateral-current confinement can be achieved in ridge-waveguide InGaAs/GaAs QW's laser by silicon induced disordering [17]. Other examples such as, (i) strip-geometry AlGaAs/GaAs QW’s heterostructure laser on n-type substrates [18], (ii) index-guided buried heterostructure AlGaAs/GaAs multiple QW’s laser for a high-power single-mode operation [2—4], and (iii) the integrated external-cavity AlGaAs/GaAs QW’s lasers with low cavity loss, are fabricated by IID process with silicon as an n-type impurity [15,16,19].

Zinc is the common p-type impurity used in the IID process. It is reported that the aluminum-gallium interdiffusion rate can be enhanced at the heterointerfaces of an AlGaAs/GaAs QW’s heterostructure by zinc diffusion such that uniform compositional disordering of AlGaAs can be created at low temperature [20]. Using this technique, zinc diffusion is utilized for the enhancement of optical and electrical confinements in a long-wavelength InGaAs/AlGaInAs multiple QW’s laser [21].

A major problem associated with the electrically active ions is that they can be ionized at room temperature. Therefore, the generation of free carriers
Schematic of a semiconductor laser with a step diffused structure by impurity induced dis ordering of QW's.

Fig. 1. Schematic of a semiconductor laser with a step diffused structure by impurity induced dis ordering of QW's.

increases the optical absorption loss inside the diffused QW's material and deteriorates the performance of the semiconductor lasers.

Non-electrically active species — neutral type and constituent ions

Oxygen, boron and fluorine are the typical neutral impurities used in IID process. These electronically inactive implanted ions can reduce the free-carrier losses and enhance electrical resistivity for the disordered regions. The use of neutral impurities can reduce (i) the leakage current and (ii) threshold current density in the semiconductor lasers.

For example, stripe-geometry AlGaAs/GaAs graded-barrier QW's semiconductor laser can be realized by the implantation of high energy oxygen ions [14]. It is found that using low dose concentration ($10^{14} - 10^{16} \text{ cm}^{-2}$) of oxygen ions can eliminate leakage current by the formation of semi-insulating region while implanting high dose concentration ($>10^{17} \text{ cm}^{-2}$) can induce refractive index change. It must be noted that for the devices with narrow stripe-width (<5 $\mu$m), the lateral distribution of oxygen ions can increase the resistivity of the stripe region and thereby increase its threshold current.

The absorption edge of QW's material can be shifted by tens of meV away from its gain peak by the implantation of boron ions and long annealing...
time. This characteristic of boron is highly desirable for the fabrication of single-frequency distributed Bragg reflector (DBR) lasers with low optical losses and leakage current [11]. Moreover, a double QW’s metal-clad ridge-waveguide laser can also be fabricated using fluorine implantation to form a passive cavity followed by RTA process [12]. With the usage of disordered passive waveguide, the propagation loss is significantly reduced by $4.5 \pm 2 \, \text{cm}^{-1}$.

Constituent implanted ions are already existed in the crystal lattice, so no doping effects are expected. Several semiconductor lasers are fabricated by using this type of implanted ions including (i) gallium implanted and annealed gain-coupled DFB InGaAs/InGaAlAs multiple QW’s lasers for single-mode operation [22], (ii) high energy arsenic implanted in InGaAs/GaAs and (iii) phosphorus implanted in InGaAs/InP followed by annealing process for achieving spatially selective tuning of semiconductor laser structures [23,24].

1.1.2 Impurity-Free Vacancy Diffusion of QW’s

IFVD is a simple way to control the degree of disordering in QW’s material [25]. In order to achieve IFVD, a dielectric capping layer (e.g. SiO$_2$) is disposed on the III-V compound (e.g. GaAs) and annealed at a temperature of 900°C or higher. As group III atoms (e.g. Ga) have a very high diffusion coefficient in dielectric capping layer at high temperature, this leads to the out-diffusion of group III atoms (e.g. Ga). The vacancies that are created in the III-V compound (e.g. GaAs) diffuse rapidly through the structure. When the vacancies cross the III-V compound QW’s interface (e.g. AlGaAs/GaAs), QW intermixing occurs. The shape of QW’s is slightly distorted by IFVD such that the bandgap of the QW’s is shifted to a higher energy side and its refractive index is reduced [26]. This method is very attractive because no impurities are introduced into the process but only vacancies.

The IFVD technique can be used to fabricate multiple wavelength laser arrays by laterally-selective disordering. The control of IFVD depends upon the variation of the thickness and porosity of the dielectric capping layer over the QW’s structure [27]. However, it is difficult to control the thickness of the dielectric capping layer due to the requirement of extra processing steps which makes the preparation procedure rather complicated. In addition, the thickness of dielectric capping layer is not reproducible in practice. In order to solve the above problem, a modified technique which is based on IFVD, called the selective intermixing in selected areas is proposed [28]. It uses a small pattern of strontium fluoride (SrF$_2$) as a band-gap control mask, followed by the deposition of a dielectric capping layer over the QW’s structure. The SrF$_2$ masked patterns are smaller than or comparable with the diffusion length of the point defects to allow a uniform disordering at the QW’s depth by overlapping of the vacancy diffusion fronts. Figure 2 shows...
the schematic diagram of vacancy diffusion profile of SrF₂ mask [29]. As a result, a spatial control of the band-gap shift can be achieved by using a single RTA step only. The degree of disordering depends upon the contact area with the SiC layer. This technique is a simple, one-step process and is reproducible. The application of the selective intermixing technique has been used on the fabrication of band-gap tuned lasers on a single chip.

1.2. Surface Emitting Lasers

In gain-guided VCSEL's, the transverse confinement of injection current and optical field inside the Bragg reflector can be realized by ion implantation and IID. This is because the electrical resistivity is enhanced by the implanted ions but the refractive index is reduced by IID. However, the IID process has not been applied to the QW's active layer and this is the major difference when compared with the application of IID process to fabricate facet emitting lasers, see previous sections. In the following paragraphs, the fabrication process of VCSEL's by using ion implantation and IID will be discussed.

1.2.1 Ion Implantation into Bragg Reflector

Current-confined structure of gain-guided VCSEL's can be obtained by proton implantation into the p-DBR stack mirror [30]. Figure 3 shows...
the schematic diagram of gain-guided VCSEL's with shallow (i.e. low implantation energy) and deep (i.e. high implantation energy) penetration of ions. For a shallow penetration, the VCSEL's have higher series resistance and threshold current due to the significant current spreading. For a deep penetration, current spreading and threshold current are reduced. The advantages of using proton-implanted structure are (i) the simple fabrication process and (ii) the stable single-mode operation at high power. However, the broadening of beam divergence of output light may be resulted due to the lack of optical confinement.

In order to overcome the broadening of beam divergence, IID with zinc impurity implanted into the Bragg reflector has been proposed to form a spatial-mode filter [32]. The schematic diagram of a VCSEL using zinc diffusion technique is shown in Figure 4. The use of disordered p-type DBR mirror stack can enhance the lateral optical confinement and minimize the optical loss arising from diffraction. It is found that low threshold current and single transverse-mode operation can be achieved even in the devices of large diameter (>11 µm).
7.2.2. Ion Implantation into Active Layer

Stable single-mode operation in VCSEL's can be further improved by selective ion implantation into the QW's active layers. The active layer is partially destroyed to form a high resistive region for the confinement of injection current. Figure 5 shows the schematic diagram of helium-implanted and zinc-diffused VCSEL [33]. The buried-insulating layer around the active region is formed by high energy implantation of helium ions. Furthermore, zinc IID process is implemented into the periphery of the p-DBR stack mirror. The purpose of zinc diffusion is to (i) form a low resistance path for the injection current and to (ii) improve the transverse confinement of optical field inside the stack mirror. It is found that the device can maintain single-mode operation even at high injection level.

2 UNDESIRED PROPERTIES OF SEMICONDUCTOR LASERS

Fabry-Perot, distributed feedback and vertical-cavity surface-emitting semiconductor lasers are the most common devices used in the optical fiber
communication systems and the optoelectronics integrated circuits. The performance of these optical systems depends on the quality of the semiconductor lasers such as the purity of spatial and frequency spectra. Therefore, the control of the side modes in semiconductor lasers is essential to provide high-quality coherent light sources for the optical systems.

Resonant modes of FP and DFB lasers are supported in transverse, lateral and longitudinal directions of a rectangular cavity as shown in Figure 6(a). The condition for single-transverse-mode operation can be easily achieved by using a thin active layer. For conventional facet emitting lasers, the active layer is too thin (about 0.2 μm or less) to support higher-order transverse modes. Hence, single-transverse-mode operation is maintained. However, the higher-order lateral modes can be excited under high injection condition. This is due to the reduction of modal gain arising from spatial hole burning (SHB)
of carrier concentration (i.e. a hole is burnt at the center of the waveguide due to the stimulated recombination of carriers). This can be avoided by using a narrow stripe-width design. In fact, the control of longitudinal modes is the most important issue in facet emitting lasers and will be discussed in Section 2.1 and 2.2.

In VCSEL's, the azimuthal symmetry of the cylinder cavity supports resonant modes in transverse and longitudinal directions, as shown in Figure 6(b). The typical length of the devices is less than its operating wavelength. Hence, the higher-order longitudinal modes will not be supported. In fact, higher-order transverse modes may dominate especially for the devices with large core diameter (>5 μm) under high current injection. Multiple transverse-mode operation in VCSEL's is affected by SHB of carrier concentration and thermal lensing inside the active layer. The issue of multiple transverse-mode operation in VCSEL's will be discussed in Section 2.3.
2.1 Lasing Characteristics of Fabry-Perot Semiconductor Lasers

The excitation of longitudinal modes in FP lasers is formed by the oscillation of all optical fields (which satisfy the round-trip amplitude and phase conditions) inside the laser cavity. In FP lasers, the modal gain of the longitudinal modes is mainly determined by the optical gain spectrum. However, the gain difference between the adjacent longitudinal modes is very small (<1 cm$^{-1}$). Therefore, side modes can reach their threshold simultaneously with the main mode and lead to a multiple longitudinal-mode operation.
Figure 7 shows the numerical simulation of photon densities of a FP laser as a function of injection current density. It is assumed that the length of the laser cavity is 250 μm and the other parameters used in the calculation are given in reference [34]. The threshold current density of the device is indicated by an arrow at the bottom of the figure. As we can see, for the current density increases above the threshold, the photon density of main mode ($m = 0$) grows faster than that of side modes. The corresponding output spectra at three different injection levels are shown in Figure 8. It is found that the side modes are strongly suppressed at high injection current because of the highest modal gain in main mode among all the longitudinal modes. Figure 9(a) shows the evolution of the resonant modes with $P_0$ representing the output power of main mode. It is assumed that the device is modulated by a step current of magnitude 1.5 times its threshold. The corresponding transient (i.e. at the first overshoot) and steady-state optical spectra of the laser are also shown in Figure 9(b). It is observed that the side modes are strongly excited at the time of first overshoot but hardly suppressed at steady state. During this time interval, the carrier and photon densities exhibit damped oscillation before reaching its steady state. The oscillation frequency is referred to the relaxation oscillation frequency which is defined as the reciprocal of the oscillation period of the lasers. It is noted that the relaxation oscillation frequency of all
Fig. 8. Output power versus injection current characteristic with inserts of power spectra under different bias current [34].
Fig. 9. (a) Switch-on transient response of carrier density and photon densities with different longitudinal modes under the step current modulation. (b) The spectra of the laser output at first peak overshoot and steady state [34].
longitudinal modes is identical and insensitive to the number of modes. It is expected that the spectral width is broadened due to the excitation of the side modes and that the modulation bandwidth of the optical systems is limited.

2.2 Lasing Characteristics of $\lambda/4$ Phase-Shifted Distributed Feedback Semiconductor Lasers

Single-longitudinal-mode operation can be achieved in FP lasers with the introduction of Bragg grating. This type of lasers is denoted as DFB lasers. This is because the wavelength selectivity in laser cavity is achieved by the grating structure. However, band-edge modes can be excited in DFB lasers due to the symmetrical geometry of the grating [35]. Alternatively, the problem of two-mode degeneracy can be overcome by introducing a $\lambda/4$ phase-shifted [36,37]. However, the side modes can still be excited in $\lambda/4$ phase-shifted DFB lasers with large coupling-length product $\kappa L$ due to the longitudinal SHB of carrier concentration.

$\lambda/4$ phase-shifted DFB laser with perfect AR coated on both facets is investigated. The structural and material parameters of the DFB laser can be found in reference [38]. It is assumed that the laser is initially biased at threshold and modulated with a current step of magnitude twice its threshold. Figure 10 shows the switch-on transient response of device with $\kappa L$ equals 1.25. The transient signal exhibits single-mode operation without mode beating after 0.75 ns. The corresponding steady-state spectrum is also shown in Figure 11. It is observed that single-mode operation is maintained at steady state. However, a completely different transient response can be obtained for the device with large $\kappa L$. Figure 12 shows the transient response of device with $\kappa L = 2.8$. It is observed that the strong mode beating is excited after 1.5 ns. The corresponding steady-state spectrum is given in Figure 13 which indicates the excitation of side mode. The occurrence of side mode is caused by a non-uniform (concave-up) distribution of the refractive index, see Figure 14(a) which is a consequence of the longitudinal SHB of carrier concentration [39], see Figure 14(b). In order to maintain stable single-mode operation in DFB lasers, longitudinal SHB of carrier concentration should be avoided.

2.3 Lasing Characteristics of Vertical-Cavity Surface-Emitting Lasers

Multiple transverse-mode operation of VCSEL’s can be attributed to transverse SHB of carrier concentration [40–42] as well as thermal lensing. SHB arises from the stimulated recombination of transverse field inside the active layer. On the other hand, due to the high thermal resistivity of the laser cavity, heat generated inside the active layer can be very high [43,44] (i.e. 25–30°C higher than the substrate temperature [45]). This leads to a substantial increase in refractive index and which is denoted as thermal lensing effect.
Fig. 10. Transient response of output power from AR coated $\lambda/4$-shifted DFB laser with $\kappa L = 1.25$ under the step current modulation.

Fig. 11. The corresponding steady-state spectrum of Figure 10.
Fig. 12. Transient response of output power from AR coated $\lambda/4$-shifted DFB laser with $
abla L = 2.8$ under the step current modulation.

Fig. 13. The corresponding steady-state spectrum of Figure 12.
Fig. 14. Longitudinal spatial distribution of (a) the refractive-index profile and (b) the carrier concentration at steady state.
In the following sections, the influence of carrier SHB and thermal lensing on the transverse-mode characteristics of VCSEL's will be studied.

2.3.1 Influence of Carrier Spatial Hole Burning

Figure 15 shows the light-current characteristics of a VCSEL with core radius equals 3 μm. The structural and material parameters used in the calculation can be found in reference [41]. It is shown that the output power of fundamental (LP_{01}) and first-order (LP_{11}) transverse modes increase almost linearly above their respective threshold. A 'kink' is observed in the light-current curve when the LP_{11} mode starts to lase. The influence of carrier SHB leads to the excitation of LP_{11} mode because the modal gain of LP_{01} mode is reduced.

The evolution of the transverse-mode behavior is analyzed by initially biasing the device at threshold and modulating it with a current step of magnitude 3 times its threshold. Figure 16(a) shows the switch-on transient response of LP_{01} and LP_{11} modes. It is observed that the VCSEL operating at multiple transverse-mode with LP_{01} mode has slightly higher power at steady

\footnote{Transverse modes can be expressed in terms of linearly-polarized (LP\_\(p\)) modes, where the indexes \(\ell\) and \(p\) denote the azimuthal and radial order of modes, respectively.}
Fig. 16. Transient response of (a) output power and (b) modal gain of the $LP_{01}$ mode (solid line) and $LP_{11}$ mode (dotted line) for VCSEL [41].
The competition between LP\textsubscript{01} and LP\textsubscript{11} modes can be explained by the interaction between the distribution of transverse modes and the carrier concentration profile inside the active layer. When the modal fields are spatially separated, it is found that the modes may share the available gain. Hence, a multiple transverse-mode operation is obtained. This is confirmed by the corresponding profile of modal gain as shown in Figure 16(b). The evolution of the transverse distribution of carrier concentration is also shown in Figure 17. As we can see, SHB arises from the switch-on of LP\textsubscript{01} mode. However, the existence of SHB reduces the modal gain of LP\textsubscript{01} mode due to the reduction of magnitude in spatial overlap between the profile of carrier concentration and LP\textsubscript{01} mode. Therefore, the excitation of LP\textsubscript{11} mode is achieved with the presence of SHB. For large-area devices, severe SHB is expected and the tendency of a multiple transverse-mode operation is enhanced [46]. In the above investigation, the influence of thermal effects is ignored in the calculation.

### 2.3.2 Influence of Thermal Lensing Effect

Figure 18(a) shows the near-field intensity distributions of LP\textsubscript{01} and LP\textsubscript{11} modes in VCSEL's with and without the consideration of thermal lensing. The VCSEL's used to investigate have core radii equal 5 \( \mu \)m, see reference [47].
Fig. 18. (a) Near-field intensity distribution of the $L_{P_{01}}$ and $L_{P_{11}}$ modes with (denoted as 'A') and without (denoted as 'B') taking the temperature into account. (b) The refractive-index changes induced by carriers and heat in the VCSEL above lasing threshold situation [47].
It is found that the intensity of LP_{01} mode decreases while the LP_{11} mode increases due to self-heating effect. The influence of the temperature distribution becomes significant when compared with the mode intensities of the VCSEL without taking the temperature into account. Figure 18(b) shows the half width of the refractive-index profile. As we can see, the refractive-index profile induced by heating is larger than that induced by carriers (i.e. the former is 8 \mu m and the latter is 6.9 \mu m). It is expected that the temperature profile with a wider full-width half-maximum is favorable to emit the LP_{11} mode. Therefore, in order to achieve stable single-transverse-mode operation in VCSEL's, careful control of temperature distribution is required.

3 OPTICAL PROPERTIES OF DIFFUSED QUANTUM WELLS — DEVICE ENGINEER'S VIEWPOINT

The variation of optical gain and background refractive index of QW's material as a function of injection carrier concentration is very important to determine the performance of the semiconductor lasers. The compositional-induced disordering alters the band structure of the as-grown QW's such that the optical gain and background refractive index spectra are affected. This is expected as the effective band-gap energy increases, the optical gain peak shifts to the shorter-wavelength region and its magnitude reduces.

Figure 19 shows the influence of interdiffusion of zinc impurities on the optical gain and background refractive index spectra (TE polarization) of Al_{0.3}Ga_{0.7}As/GaAs as-grown QW's at room temperature (i.e. 300 K). It is assumed that the well width and barrier thickness of as-grown QW's are equal to 100 \AA and 280 \AA, respectively. The effect of interdiffusion is characterized by a diffusion length, L_d where L_d = 0 \AA represents the as-grown QW's. In the analysis, the Lorentzian broadening factor with half-width half-maximum of 5 meV is used for the calculation of TE mode gain spectra. Other parameters used in this calculation can be found in reference [48]. The detailed modeling of optical gain and background refractive index spectra can be found in the previous chapters. In Figure 19, the injection carrier concentration, N is set to 3 \times 10^{18} \text{ cm}^{-3}. It is observed that as L_d increases from 0 \AA to 35 \AA, the gain peak shifts to the shorter-wavelength side (from 0.85 \mu m to 0.77 \mu m). The magnitude of the gain peak, G_p, increases slightly to a maximum value, and then decreases beyond L_d = 10 \AA until L_d reaches 35 \AA, where no gain appears. In fact, at L_d = 30 \AA, the gain peak reduces to 1/5 of the as-grown QW's and the explanation can be found in reference [49]. For L_d greater than 50 \AA, no gain peak occurs and the magnitudes become almost constant over the range of wavelength. This unique feature of diffused QW's structure can be utilized to design a novel structure of
Fig. 19. Calculated (a) optical gain and (b) background refractive-index spectra of Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum-well at carrier concentration, $N = 3 \times 10^{18}$ cm$^{-3}$ with various levels of $L_d$. 
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... high-performance semiconductor lasers and will be discussed in the next chapter.

The carrier concentration at transparency, magnitude and gain-peak wavelength are usually extracted from the optical gain spectra for the analysis of semiconductor lasers. Firstly, we consider the relationship between optical gain peak and injection carrier concentration. Using the approach in reference [50], the gain peak, $G_p$, and injection carrier concentration, $N$, can be fitted by a logarithmic relation with different magnitudes of $L_d$ as shown below:

$$G_p = a_N(1 + a_1 T + a_2 T^2) \ln \left[ \frac{N}{N_o(1 + b_1 T)} \right], \quad (1)$$

where $T$ ($\leq 300$ K) is the temperature, the parameters $a_N$ (cm$^{-1}$) and $N_o$ (cm$^{-3}$) are the gain coefficient and carrier concentration at transparency, respectively. In equation (1), $a_N$ and $N_o$ are assumed to vary with $L_d$ and their dependence on $L_d$ are given in Table 1. Figure 20 shows the variation of gain coefficient, $a_N$, and transparency carrier concentration, $N_o$, with $L_d$ (at 300 K). The temperature dependence of $G_p$ is approximated by the coefficients $a_1 = 3.0815 \times 10^{-5}$ K$^{-1}$, $a_2 = 5.3170 \times 10^{-6}$ K$^{-2}$, and $b_1 = 6.0170 \times 10^{-3}$ K$^{-1}$.

Figure 21 shows the variation of gain spectra with $N$ for the as-grown QW’s at 300K. As we can see, the gain-peak wavelength, $\lambda_p$, is varied rigorously for $N$ lower than $3 \times 10^{18}$ cm$^{-3}$ but nearly clamped at a fixed value for large injection values. In semiconductor lasers, high injection of carrier concentration ($> 3 \times 10^{18}$ cm$^{-3}$) is required to obtain enough optical gain for lasing operation due to the large optical loss inside the laser cavity (>30 cm$^{-1}$). Therefore, the dependence of $\lambda_p$ on $N$ is ignored in our consideration. It will be more appropriate to consider the average value of gain-peak wavelength, $\bar{\lambda}_p$, for $N$ greater than $3 \times 10^{18}$ cm$^{-3}$ but less than $10 \times 10^{18}$ cm$^{-3}$. Figure 22 shows the variation of $\bar{\lambda}_p$ with $L_d$ at 300 K. It is observed that decreases with $L_d$ varying from 10 Å to 100 Å. At this range of $L_d$, the relation between $\bar{\lambda}_p$ and $L_d$ at 300 K can be approximated by:

$$\bar{\lambda}_p = \bar{\lambda}_o - \lambda_N \log \left( \frac{L_d}{L_o} \right), \quad (2)$$

where $\bar{\lambda}_o$ ($\approx 0.9352$ µm) and $\lambda_N$ ($\approx 0.04818$ µm) are the fitting parameters and $L_o$ (= 1 Å) is a normalizing number.

The refractive-index change induced by carrier, $\Delta n$, which varies with the background refractive-index profile of QW’s active region can be calculated from the change of optical gain, $\Delta G(\omega) = G(\omega) - G_o(\omega)$, through the Kramers-Kronig dispersion relation [51]:

$$\Delta n(\omega) = \frac{\pi}{c} \text{PV} \int_0^\infty \frac{\Delta G(\omega')}{\omega'^2 - \omega^2} d\omega', \quad (3)$$
TABLE 1
TE mode optical gain parameters of the Al$_{0.3}$Ga$_{0.7}$As/GaAs diffused quantum well at gain-peak wavelength.

<table>
<thead>
<tr>
<th>$L_d$ ($\text{Å}$)</th>
<th>$\lambda_p$ ($\mu$m)</th>
<th>$a_N$ ($\text{cm}^{-1}$)</th>
<th>$N_r \times 10^{18}$ ($\text{cm}^{-3}$)</th>
<th>$m$</th>
<th>$N_r \times 10^{18}$ ($\text{cm}^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.8462</td>
<td>1799.7755</td>
<td>1.9917</td>
<td>-0.02636</td>
<td>2.0445</td>
</tr>
<tr>
<td>3</td>
<td>0.8443</td>
<td>1787.2177</td>
<td>1.9756</td>
<td>-0.02588</td>
<td>2.0080</td>
</tr>
<tr>
<td>5</td>
<td>0.8462</td>
<td>1798.1860</td>
<td>1.9499</td>
<td>-0.02529</td>
<td>1.9872</td>
</tr>
<tr>
<td>7</td>
<td>0.8400</td>
<td>1768.7200</td>
<td>1.9195</td>
<td>-0.02457</td>
<td>1.9452</td>
</tr>
<tr>
<td>10</td>
<td>0.8347</td>
<td>1742.0925</td>
<td>1.8979</td>
<td>-0.02368</td>
<td>1.9360</td>
</tr>
<tr>
<td>13</td>
<td>0.8281</td>
<td>1715.4632</td>
<td>1.9031</td>
<td>-0.02309</td>
<td>1.9285</td>
</tr>
<tr>
<td>15</td>
<td>0.8226</td>
<td>1690.0462</td>
<td>1.9306</td>
<td>-0.02282</td>
<td>1.9776</td>
</tr>
<tr>
<td>17</td>
<td>0.8165</td>
<td>1659.3795</td>
<td>1.9771</td>
<td>-0.02257</td>
<td>2.0005</td>
</tr>
<tr>
<td>20</td>
<td>0.8063</td>
<td>1656.4868</td>
<td>2.1345</td>
<td>-0.02345</td>
<td>2.1914</td>
</tr>
<tr>
<td>23</td>
<td>0.7971</td>
<td>1618.3227</td>
<td>2.2889</td>
<td>-0.02371</td>
<td>2.3626</td>
</tr>
<tr>
<td>25</td>
<td>0.7913</td>
<td>1597.0120</td>
<td>2.4125</td>
<td>-0.02412</td>
<td>2.4816</td>
</tr>
<tr>
<td>30</td>
<td>0.7781</td>
<td>1540.6246</td>
<td>2.7887</td>
<td>-0.02494</td>
<td>2.8845</td>
</tr>
<tr>
<td>35</td>
<td>0.7664</td>
<td>1519.2041</td>
<td>3.2924</td>
<td>-0.02720</td>
<td>3.4370</td>
</tr>
<tr>
<td>40</td>
<td>0.7572</td>
<td>1501.3819</td>
<td>3.8650</td>
<td>-0.02866</td>
<td>3.9478</td>
</tr>
<tr>
<td>45</td>
<td>0.7494</td>
<td>1511.2080</td>
<td>4.5418</td>
<td>-0.03149</td>
<td>4.6454</td>
</tr>
<tr>
<td>50</td>
<td>0.7428</td>
<td>1532.6064</td>
<td>5.2774</td>
<td>-0.03436</td>
<td>5.3823</td>
</tr>
<tr>
<td>55</td>
<td>0.7364</td>
<td>1641.3285</td>
<td>6.0169</td>
<td>-0.04352</td>
<td>6.4311</td>
</tr>
<tr>
<td>60</td>
<td>0.7318</td>
<td>1665.1642</td>
<td>6.8269</td>
<td>-0.04554</td>
<td>7.0765</td>
</tr>
<tr>
<td>65</td>
<td>0.7275</td>
<td>1738.6366</td>
<td>7.6483</td>
<td>-0.05072</td>
<td>7.9316</td>
</tr>
<tr>
<td>70</td>
<td>0.7238</td>
<td>1811.7305</td>
<td>8.4476</td>
<td>-0.05574</td>
<td>8.7699</td>
</tr>
<tr>
<td>75</td>
<td>0.7215</td>
<td>1822.3990</td>
<td>9.2495</td>
<td>-0.05959</td>
<td>9.5587</td>
</tr>
<tr>
<td>80</td>
<td>0.7177</td>
<td>1994.2443</td>
<td>10.0222</td>
<td>-0.06578</td>
<td>10.3892</td>
</tr>
<tr>
<td>85</td>
<td>0.7157</td>
<td>2014.4179</td>
<td>10.7258</td>
<td>-0.06751</td>
<td>10.9439</td>
</tr>
<tr>
<td>90</td>
<td>0.7143</td>
<td>2023.6172</td>
<td>11.4268</td>
<td>-0.07124</td>
<td>11.6623</td>
</tr>
<tr>
<td>95</td>
<td>0.7119</td>
<td>2159.0696</td>
<td>12.0870</td>
<td>-0.07635</td>
<td>12.3632</td>
</tr>
<tr>
<td>100</td>
<td>0.7105</td>
<td>2183.3428</td>
<td>12.6977</td>
<td>-0.07820</td>
<td>12.8887</td>
</tr>
</tbody>
</table>

where $G_0(\omega)$ is the optical gain profile at transparency. The symbol PV stands for the Cauchy principle value. It can be shown that $\Delta n$, at a particular wavelength, $\lambda$, and $L_d$, can be approximated by:

$$\Delta n(\lambda) = m(1 + d_1 T + d_2 T^2) \ln \left[ \frac{N}{N_r(1 + e_1 T)} \right]$$

(4)

where the two fitting parameters, $m$ and $N_r$ (cm$^{-3}$), are assumed to vary with $L_d$ only and their dependence with $L_d$ are given in Table 1. Figure 23 shows the variation of $m$ and $N_r$ with $L_d$ at $\lambda_p$ (at 300 K). It is noted that as $L_d$ increases, $m$ decreases whereas $N_r$ increases. The temperature dependence of $\Delta n$ is approximated by the coefficients $d_1 = 2.0791 \times 10^{-4}$K$^{-1}$, $d_2 = 1.3658 \times 10^{-7}$K$^{-2}$ and $e_1 = 3.62 \times 10^{-2}$K$^{-1}$.
Fig. 20. The variation of transparency carrier concentration and gain parameter against $L_d$ at wavelength of gain peak.

Fig. 21. Calculated optical gain spectra of Al$_{0.3}$Ga$_{0.7}$As/GaAs quantum-well at interdiffusion length, $L_d = 0$ Å with various levels of N.
Fig. 22. The variation of peak wavelength against $L_d$.

Fig. 23. The variation of fitted parameters, $m$ and $N_r$, against $L_d$ at wavelength of gain peak.
In some applications, the operating wavelength of Al$_{0.3}$Ga$_{0.7}$As/GaAs semiconductor lasers may set to around 0.85 mm. Hence, the fitting parameters given in equations (1), (2) & (4) have to be calculated again. The variation of optical gain at this wavelength is quite different from that at optical gain-peak wavelength. Firstly, the logarithmic relation between gain and injection carrier concentration is only satisfied for a small range of $L_d$ (0 Å ≤ $L_d$ ≤ 20 Å). However, for $L_d > 20$ Å, the TE optical gain, $G$, at 0.85 μm can be fitted by a linear approximation and is given as follows:

$$G = a_g (N - N_g),$$

where $a_g$ (cm$^2$) and $N_g$ (cm$^{-3}$) are the two fitting parameters and are assumed to vary with $L_d > 20$ Å only. The value of these parameters are given in Table 2. The temperature dependence on $G$ when $L_d > 20$ Å is ignored in the calculation because the change of optical loss with the operating wavelength is almost negligible (i.e. shift of gain spectrum due to temperature effect) as shown in Figure 19(a).

Similarly, for $L_d$ larger than 20 Å, Δ$n$ cannot be calculated through the Kramers-Kronig dispersion relationship due to the fact that the range of injection carrier concentration is not large enough to achieve optical gain. Therefore, Δ$n$ is not determined at this range of $L_d$ and the effects of carrier-induced refractive-index change is ignored in our consideration. In Table 2, the corresponding fitting parameters for $L_d$ varying between 0 and 100 Å are given at the operating wavelength of 0.85 μm. It must be noted that the refractive-index change due to the variation of temperature is also ignored in the calculation for the same reason discussed before.

It is observed that the error occurs for the logarithmic fitting of optical gain for the range of $L_d$ varies between 0 and 20 Å is less than 5% at 0.85 μm. However, the error may be larger than 10% for $L_d$ larger than 20 Å. Therefore, linear fitting of optical gain is used for $L_d$ larger than 20 Å in order to keep the error down to 10%, see equation (5). Furthermore, Δ$n$ is only fitted for $L_d$ less than or equal to 20 Å because optical gain is not achieved in the range of carrier injection level for $L_d$ larger than 20 Å, see Table 2.

4 ENHANCEMENT OF SINGLE-MODE OPERATION IN SEMICONDUCTOR LASERS BY USING DIFFUSED QW'S STRUCTURE

Simple fabrication procedure and low production cost are the major advantages of FP lasers over the other devices. However, the side-mode suppression ratio (SMSR) in FP lasers is poor especially for direct electrical modulation [52] and it is highly desired to improve the SMSR of FP lasers.
TABLE 2

<table>
<thead>
<tr>
<th>$L_d$ (Å)</th>
<th>$a_N$ (cm$^{-1}$)</th>
<th>$N_e \times 10^{18}$ (cm$^{-3}$)</th>
<th>$m$</th>
<th>$N_r \times 10^{18}$ (cm$^{-3}$)</th>
<th>$a_g \times 10^{-18}$ (cm$^2$)</th>
<th>$N_g \times 10^{18}$ (cm$^{-3}$)$^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1591.6434</td>
<td>1.9399</td>
<td>-0.02830</td>
<td>2.0557</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1500.8038</td>
<td>1.9333</td>
<td>-0.02790</td>
<td>2.0464</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1384.6995</td>
<td>1.8587</td>
<td>-0.02783</td>
<td>1.9771</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1154.3764</td>
<td>1.8074</td>
<td>-0.02780</td>
<td>1.9260</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>432.1735</td>
<td>2.2196</td>
<td>-0.02644</td>
<td>2.4109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>181.8557</td>
<td>3.6493</td>
<td>-0.02327</td>
<td>3.7733</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>128.7685</td>
<td>5.1113</td>
<td>-0.02264</td>
<td>5.2314</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>100.2318</td>
<td>7.0739</td>
<td>-0.02199</td>
<td>7.1131</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>65.5869</td>
<td>11.7549</td>
<td>-0.02539</td>
<td>11.7883</td>
<td>9.3088</td>
<td>13.0104</td>
</tr>
<tr>
<td>23</td>
<td>8.2996</td>
<td>14.7520</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>6.6167</td>
<td>18.8419</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>5.6701</td>
<td>22.3176</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>5.0912</td>
<td>25.2615</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>4.6867</td>
<td>27.7333</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>4.3819</td>
<td>29.8423</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>4.3145</td>
<td>31.1034</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>4.1967</td>
<td>32.3840</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>4.1525</td>
<td>33.3089</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>4.7553</td>
<td>31.7092</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>4.8307</td>
<td>32.1574</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>7.0395</td>
<td>27.3708</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>6.9883</td>
<td>28.2895</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>7.0668</td>
<td>28.6972</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>7.0030</td>
<td>29.5391</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>7.1861</td>
<td>29.6957</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^+$ $a_g$ and $N_g$ are used to approximate the optical gain for $L_d = 23$ Å to 100 Å.

Therefore, a periodic diffused QW’s structure is proposed to improve the side-mode discrimination of FP semiconductor lasers. A periodic variation of refractive index and gain is created in the extent of interdiffusion along the longitudinal direction of the QW’s active region which acts as a spatial-mode filter to against side modes. This diffused QW’s FP laser is similar to a complex-coupled DFB laser with a higher-order grating.

The excitation of band-edge modes in $\lambda/4$ phase-shifted DFB lasers is due to the non-uniform distribution of refractive index which arises from the longitudinal SHB of carrier concentration. In order to enhance stable single-mode operation in the $\lambda/4$ phase-shifted DFB, we can (i) modify the
longitudinal refractive-index profile or (ii) remove the $\lambda/4$ phase-shifted. In fact, it is possible to vary the refractive-index profile by disordering of QW's active layer. This can be achieved by modifying the interdiffusion length, $L_d$, of the diffused QW's [53]. The active region of this modified laser structure consists of non-uniform (step change in the extent of interdiffusion) diffused QW's structure along the longitudinal direction of the device. This will create a non-uniform stepped refractive-index profile in the longitudinal direction and can compensate the SHB effect.

Furthermore, the $\lambda/4$ phase-shifted can also be replaced by a phase-adjustment region (PAR) with a step diffused QW's structure. The use of the PAR is to provide an equal amount of phase-shifted for single-longitudinal-mode oscillation. Since the DFB laser has a uniform-grating structure, the longitudinal SHB is less severe than the conventional $\lambda/4$-shifted DFB laser [39]. In addition, the step diffused QW's profile compensates for any variation of refractive index arises from temperature effects [54] such that single-longitudinal-mode operation can be maintained at high power.

The excitation of multiple transverse modes in VCSEL's is caused by the increase in refractive index, arises from carrier spatial hole burning and thermal lensing, inside the core region of the active layer [47]. Therefore, the self-focusing increases the effective optical gain of higher-order transverse modes [40]. It is suggested using passive anti-guiding structure for VCSEL's to enhance single-mode operation [55]. However, organometallic chemical vapor deposition and molecular beam epitaxy are required for the re-growth of passive anti-guiding structure which is much more complicated than gain-guided structure [56]. Therefore, the possibility of using diffused QW's structure in VCSEL's, to create a non-uniform stepped refractive-index profile to against multiple transverse-modes operation, is proposed. The purpose of the step-diffused QW's structure is to compensate for the influence of self-focusing due to SHB and thermal lensing.

In the following paragraphs, the possibility of using (i) periodic diffused QW's structure in FP lasers, (ii) step diffused QW's structure in DFB lasers and (iii) non-uniform diffused QW's structure in VCSEL's are proposed and analyzed in details.

4.1 Fabry-Perot Lasers with Periodic Diffused QW's Structure

Figure 24 shows the schematic diagram of a FP laser with periodic diffused QW's structure. The laser is composed of six layers; $n^{+}$-GaAs substrate, $n$-GaAs buffer layer, $n$-AlGaAs guiding layer, followed by an active QW's layer, and finally the $p$-AlGaAs ($\approx 0.2 \mu m$) and $p^{+}$-GaAs (<0.3 $\mu m$) layers which form the cladder and contact. The active layer re-grows on the top of the guiding layer which consists of four Al$_{0.3}$Ga$_{0.7}$As/GaAs single QW's with well and barrier thickness of 100 $\AA$ and 280 $\AA$, respectively. The periodic
Fig. 24. (a) Schematic of a FP laser with periodic diffused QW's structure. (b) The periodic variation of gain and built-in refractive-index profile along the diffused QW's active region.
variation of gain and refractive index (along the longitudinal direction of the active region) is obtained by periodic interdiffusion into the active region. The as-grown QW’s section \( L_d = 0 \) Å serves as a gain region while the diffused section \( (L_d = 5 - 100 \) Å) serves as a loss region with large differences of refractive index as well as optical gain. The longitudinal length of each diffused section, \( \Delta z_k \) (for \( k = 1, 2, \ldots, N_d \)), is equal to a multiple of \( \lambda_d / 4 \), where \( N_d \) is the total number of diffused sections and \( \lambda_d \) is the operating wavelength. The total length of the device is set to 400 \( \mu \)m with \( N_d \) varying between 8 and 160, which can be done by alternating the period of the diffusion grating. The left and right facet reflectivities of the laser cavity are both assumed to be 0.55. Detailed models and parameters used in the calculations can be found in the reference [57].

Figure 25 shows a plot of the threshold current density, \( J_{th} \), of the periodic diffused QW’s FP laser against \( N_d \) with \( L_d \) as a variable parameter. It is found that for large \( L_d (>50 \) Å), \( J_{th} \) is inversely proportional to \( N_d \). In addition, a maximum \( J_{th} \) is located at \( L_d \)'s combination which approximately equals 0|100 Å for \( N_d < 80 \) and equals 0|50 Å for \( N_d > 100 \). This is because the optical distributed feedback is affected by the design of the periodic diffused QW’s structure. It is noted that optical gain at 0.85 \( \mu \)m can only be obtained by external carrier injection for diffused QW’s with \( L_d < 15 \) Å, see Figure 19(a).
For $L_d > 60 \, \text{Å}$, optical feedback is enhanced due to the large difference in gain and refractive index between grating sections, [see Figure 19]. Therefore, low threshold current density can be obtained at $L_d < 10 \, \text{Å}$ or $L_d > 60 \, \text{Å}$ and it is also a function of $N_d$. It must be noted that the threshold current density of FP lasers without periodic diffused QW's structure is equal to $2123 \, \text{A/cm}^2$. Figure 26 shows the corresponding threshold amplified spontaneous spectra for $L_d$’s combination equals $0|10$ and $0|60 \, \text{Å}$ (with $N_d$ equal to 24 and 96). As shown in the figure, band-gap mode is dominant in the spectra especially when $L_d$’s combination is equal to $0|60 \, \text{Å}$ and $N_d = 96$. This is expected as the filtering properties of the periodic diffused QW’s structure are more efficient for large magnitude of $L_d$ and $N_d$. In the design of devices with diffused QW’s structure, the value of $L_d$ should not be greater than 100 Å; otherwise the electrical and optical properties of QW’s will be removed.

Figure 27(a) shows the amplified spontaneous spectra for device with $L_d$’s combination equals $0|60 \, \text{Å}$ and $N_d = 96$. As we can see, when the current density increases from $1.0 J_{th}$ to $1.3 J_{th}$, the band-gap mode dominates over the other longitudinal modes. Further increase in current density excites band-edge mode (with longer wavelength) due to the influence of longitudinal SHB. Figure 27(b) shows the corresponding longitudinal distribution of carrier concentration at different injection levels. At the injection level...
Fig. 27. (a) The spontaneous emission power spectra of diffused QW’s FP lasers. The device has 96 gain/loss diffused sections and $L_d$’s combination is equal to 0.8F/60F/8F. The injection current density is set to $1.0 J_{th}$, $1.3 J_{th}$, $1.5 J_{th}$ and $2.0 J_{th}$. (b) The carrier concentration profile of the lasers with injection current density set to $1.0 J_{th}$, $1.1 J_{th}$, $1.2 J_{th}$, $1.3 J_{th}$, $1.4 J_{th}$, $1.5 J_{th}$, $1.8 J_{th}$ and $2.0 J_{th}$. 
equals $1.5J_{th}$, the longitudinal carrier distribution changes rapidly due to the excitation of band-edge mode but it is stabilized with further increase in the injection current.

The period of the diffusion grating used in the above calculation is in the order of 5 $\mu$m. It is expected that the DFB modes are repeated in the optical spectrum. In order to avoid the influence of the higher-order DFB modes, the band-gap mode should be selected in coherent with the optical gain peak of the active region ($L_d = 0$ Å) such that other DFB modes away from the gain-peak wavelength are suppressed. In the above analysis, it is assumed that the wavelength of the band-gap mode (i.e. around 0.85 $\mu$m) is coherent with the optical gain peak of the as-grown QW’s.

### 4.2 Distributed Feedback Lasers with Step-Diffused QW’s Structure

In the following paragraphs, two types of DFB lasers, (i) $\lambda/4$ phase-shifted DFB lasers and (ii) uniform-grating DFB lasers, using step-diffused QW’s structure to enhance single-mode operation are discussed.

#### 4.2.1 $\lambda/4$ Phase-Shifted DFB Lasers with Step-Diffused QW’s Structure

The $\lambda/4$ phase-shifted DFB laser structure under investigation is shown in Figure 28. The structure is similar to the conventional FP lasers except that the grating is defined in the guiding layer. It is assumed that the active region has $L_d = 0$ Å except near the $\lambda/4$ phase-shifted region where a single step of $L_d$ (≈ 10 Å) is introduced for a longitudinal length of $L_s = 200$ $\mu$m, and where the total longitudinal length of the laser cavity, $L$, is equal to 400 $\mu$m. Detailed models and parameters used in the calculations can be found in the reference [58]. It is assumed that the operational wavelength is 0.843 $\mu$m which is the effective gain peak wavelength of diffused QW’s in the active region.

Figure 29(a) shows the variation of SMSR with normalized (by the threshold) current density, $J/J_{th}$, for the $\lambda/4$ phase-shifted devices with ($L = 2.8$ and 3.2. It is assumed that the facets are AR coated and current is uniformly injected along the laser cavity. The maximum output power for single-longitudinal-mode operation (defined by a drop of SMSR from 40 to 10 dB) of the uniform devices (i.e. $L_d = 0$ Å) with $\kappa L = 2.8$ and 3.2 are equal to 14 and 5 mW, respectively. However, it is clearly seen that the introduction of the built-in refractive-index step profile increases the SMSR, as these devices maintain a single-longitudinal-mode operation up to at least 50 mW. Figure 29(b) shows the refractive-index profile for both the uniform and step-diffused devices with $\kappa L = 3.2$ at high power. The effects of SHB on the refractive-index profile are effectively minimized by the step change of $L_d$, and the coupling strength between the longitudinal
Fig. 28. Schematic diagram of a $\lambda/4$-shifted DFB laser. It is assumed that the $\lambda/4$ phase-shifted is located at the center of the device. $L_s$ is the longitudinal length for the step change ($L_d = 10$ Å) region.

The optical intensity profile of the short wavelength band-edge mode and the SHB of carriers is also reduced. The influence of longitudinal heat distribution on the refractive-index profile is also analyzed. It is shown that the variation of temperature is less than 2°C and therefore can be ignored in our analysis [59].

For $\lambda/4$ phase-shifted DFB lasers under large signal modulation, SHB is not taken place during the first overshoot of the output power and single-longitudinal-mode operation is maintained. However, the built-in refractive-index step may reduce the gain requirement of the band-edge modes as well as the single-longitudinal-mode operation. Therefore, it is necessary to consider the influence of built-in step refractive-index profile on the spectral purity of the turn-on transient signal. Figure 30(a) shows the output power spectra at the first overshoot of the step-diffused device ($\kappa L = 2.8$, $L_d = 0$ Å[10 Å]) for two modulated currents, $J = 2.0J_{th}$ and $4.5J_{th}$. The $\kappa L = 2.8$ device is biased initially at the threshold and then modulated by a step current. It is observed that a side mode is excited during the turn-on transient interval for larger current densities and hence it should impose a limitation to the modulation depth requirement. SMSR of the first overshoot power spectra are also shown in Figure 30(b) as a function of the normalized current density for the step-diffused devices with ($L = 2.8$ and $3.2$. The results show that no side mode is excited for the case of ($L = 3.2$...
Fig. 29. (a) The SMSR varies with the normalized external injection current, $J/J_{th}$, for lasers with $\kappa L = 2.8 (\bigcirc)$ and 3.2 (●). The solid and dotted lines represent cases for the step-diffused devices ($L_d = 0 \text{ Å}$ [10 Å]) and the uniform ($L_d = 0 \text{ Å}$) devices, respectively. (b) The longitudinal refractive index profile of the lasers with notation as in (a). The devices are biased at 8 times of its threshold value.
Fig. 30. (a) Output power spectra at the first overshoot of the step-diffused device ($\kappa L = 2.8$, $L_d = 0 \, \text{Å} \, |10 \, \text{Å}|$). The device is modulated by a step current with magnitude, $J = 2.0J_{th}$ and $4.5J_{th}$. (b) SMSR of the first overshoot power spectrum varies with the normalized magnitude of the step current, $J/J_{th}$, for the step-diffused device with $\kappa L = 2.8$ (○) and 3.2 (●).
Fig. 31. The side-mode suppression ratio varies with normalized current, $J/J_{th}$, for lasers with $kL = 2.0$ (•), $kL = 2.8$ (●) and $kL = 3.2$ (○). The solid and dash lines represent the cases for the conventional $\lambda/4$ phase-shifted DFB laser and step-diffused device ($L_d = 5\,\text{Å}$).

and, for $(L = 2.8)$, domination of side mode prevails (SMSR $< 30$ dB) at larger current densities.

4.2.2 Uniform-Grating DFB Lasers with Step-Diffused QW’s Structure

The laser structure used in the analysis is similar to Figure 28 except the $\lambda/4$ phase-shifted in the grating structure is removed. A diffusion step is introduced in the center of the active region to form a PAR with optical gain and refractive index slightly less than that of the as-grown region. The product of propagation coefficient difference and effective length of the PAR is set to $\pm(1/2 + n)\pi$ (where $n$ is a positive integer [39,60]) to produce a $\lambda/4$ phase-shifted structure. The advantage of using interdiffusion technique to form a phase-adjusted region over (i) phase-adjusted waveguide [39,60] or (ii) corrugation-pitch modulation [37] is that only simple fabrication procedures are required (i.e. diffused QW’s structure can be easily obtained by impurities implantation and thermal annealing).

Figure 31 compares the variation of SMSR with normalized injected current density, $J/J_{th}$ (where $J_{th}$ is the threshold current density) at steady state for lasers with ($L_d = 5\,\text{Å}$) and without (conventional discrete $\lambda/4$ phase-shifted
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Fig. 32. Longitudinal refractive index profile of the conventional $\lambda/4$ phase-shifted DFB laser (solid line), diffused QW's laser with $L_d = 5$ Å (dash-dotted line) and diffused QW's laser with $L_d = 10$ Å (dash line). The devices are biased at $J = 9J_{th}$ with $\kappa L$ equal to 3.2.

DFB laser) step diffusion profile. Multi-mode operation is observed for conventional discrete $\lambda/4$ phase-shifted DFB laser with $\kappa L \geq 3.2$. However, a stable single-longitudinal-mode is maintained for laser with step diffusion profile. This is because the built-in step refractive-index profile opposes the carrier-induced refractive-index change inside the active region. The maximum output power of the lasers is larger than 50mW at $J/J_{th} = 10$. For the device with ($L_d = 10$ Å), similar behavior is observed and will not be repeated.

The relative effective refractive-index profiles of devices with $\kappa L = 3.2$ and biased at $J = 9J_{th}$ are shown in Figure 32. As we can see, the conventional $\lambda/4$ phase-shifted DFB laser exhibits non-uniform (concave-up) distribution of refractive index with peak to peak value, ($n_p$, equals 0.0015. However, the uniformity of the effective refractive index is maintained for $L_d = 5$ Å with ($n_p = 0.001$. On the other hand, the built-in refractive-index step for $L_d = 10$ Å is larger than required to overcome the SHB effects and $\Delta n_p$ is found to be equal to 0.0018. Therefore, only a small range of $L_d$ ($5$ Å $\leq L_d < 10$ Å) will satisfy the requirement to minimize the influence of SHB effects.

The spectrum purity of the turn-on transient signal determines the maximum modulation bandwidth of the lasers. In step-diffused DFB lasers,
Fig. 33. The side-mode suppression ratio of the first overshoot power spectrum various with normalized current, $J/J_{th}$, for device with diffusion length (a) $L_d = 5 \, \text{Å}$ and (b) $L_d = 10 \, \text{Å}$. The symbols ( ), ( ) and ( ) represent $\kappa L = 2.0$, 2.8 and 3.2, respectively.
a built-in step refractive-index profile is introduced (by interdiffusion) which may affect the spectrum purity of the lasers as SHB is negligible during the turn-on time interval. Figure 33 shows the influence of built-in refractive-index step on the SMSR at the first overshoot of lasers with $L_d = 5$ and 10 Å. As we can see, (i) SMSR is reduced with the increase of injection current and (ii) devices with low $\kappa L$ exhibit better SMSR. The reduction of SMSR can be attributed to the built-in index profile because no SHB is taken place during the first overshoot of the output power. The built-in refractive-index step reduces the gain requirement of the band-edge mode. Therefore, excitation of band-edge mode is observed in both cases and the case $L_d = 10$ Å is more pronounced than $L_d = 5$ Å.

4.3 Vertical-Cavity Surface-Emitting Lasers with Non-uniform Diffused QW’s Structure

The VCSEL with diffused QW’s structure under investigation is shown in Figure 34. It is assumed that the laser has a circular metal contact of diameter 10(Å) on the epitaxial side (p-side) for current injection. An active layer is sandwiched between two undoped spacer layers and two Bragg reflectors. Each undoped spacer layer has half-wavelength thick ($\sim 0.1$ μm). The Bragg reflectors are formed by alternating layers of AlAs and AlGaAs with quarter-wavelength thick of dielectric layers on both the n- and p-side, respectively. The total number of layers is equal to 36 ($\sim 2.1$ μm) on the n-side and 90 on the p-side ($\sim 5.4$ μm). The active layer consists of three $\text{Al}_{0.3}\text{Ga}_{0.7}\text{As}$ quantum-wells with total thickness of half-wavelength ($\sim 0.1$ μm). The step diffused QW’s structure can be realized by applying compositional disordering into the QW’s active layers. The selective injection of impurities across the p-Bragg reflector can be done by using a circular hollow mask to shelter from the implantation. It must be noted that the thickness of p-Bragg reflector and the impurities used in implantation should be carefully selected, otherwise, penetration of impurities into the active layer may not be possible.

The numerical laser model and parameters used to investigate the modal behavior of VCSEL with non-uniform diffused QW’s structure can be found in reference [62]. Figure 35 shows the L-I curves of VCSEL’s (a) with and (b) without a step diffused QW’s structure. In the investigation, the radius of the diffusion area is equal to 3.8 μm. It is observed that a ‘kink’ is occurred in the L-I curves with the excitation of first-order mode ($\text{LP}_{11}$). With the selective defined step diffused QW’s structure introduced into the active region, the ‘kink’ is shifted upward and a stable fundamental-mode ($\text{LP}_{01}$) operation can be maintained at a high power level. Figure 36 compares the refractive-index profile of the lasers, with and without diffused QW’s structure, operating at 1.3 mW output power. The refractive-index profile at
Fig. 34. Schematic diagram of a VCSEL with diffused QW's structure.

threshold for gain-guided laser (i.e. without a step diffused QW's structure) is also shown in the figure. For the case without a step-diffused QW's structure, the refractive index of the active layer increases near the center of the core region due to the self-focusing effect. This results in the optical field with transverse modes moves towards the center region and \( \text{LP}_{01} \) mode is excited. On the other hand, the increase in refractive index is counteracted by the step diffused QW's structure and a single-transverse-mode operation is maintained. Figure 37 shows the profile of \( \text{LP}_{01} \) and \( \text{LP}_{11} \) modes with and without a step-diffused QW's structure. For diffused QW's laser, a 'kink' is appeared in the \( \text{LP}_{01} \) and \( \text{LP}_{11} \) modes. However, for gain-guided laser, no 'kink' is observed. The purpose of deforming the profile of the transverse modes is to minimize the influence of self-focusing. Figure 38
Fig. 35. Light-current characteristics of VCSEL's without (solid line) and with (dotted line) a step-diffused QW's structure.

Fig. 36. Transverse distribution of refractive index of VCSEL's with and without diffused QW's structure at threshold (solid line) and output power of 1.3mW (dotted line).
Fig. 37. Profile of $\text{LP}_{01}$ (solid line) and $\text{LP}_{11}$ (dotted line) modes for VCSEL's with and without diffused QW's structure.

Fig. 38. Variation of $\text{LP}_{11}$ mode with the injection current increase from $I_{th}$ to $1.9I_{th}$, where $I_{th}$ is the threshold current. The VCSEL's without (solid line) and with (dotted line) a step-diffused QW's structure are chosen for investigation.
shows the variation of LP$_{11}$ mode with the injection current. It is observed that self-focusing has less influence on LP$_{11}$ mode of diffused QW's laser. The volume of LP$_{11}$ mode inside the cladding region is not varied by an increasing injection current such that a stable operation of LP$_{01}$ mode can be achieved. However, the beam-width of LP$_{11}$ mode is reduced significantly by a self-focusing effect of gain-guided laser.

5 CONCLUSION

Novel semiconductor lasers using diffused QW's structure are proposed and analyzed in this chapter. It is found that stable single-mode operation of semiconductor lasers can be improved significantly by using diffused QW's structure. This is due to the unique electrical and optical properties of QW's material under compositional-induced disordering. In addition, the design criteria of diffused QW's lasers is also discussed and the results given in this chapter can be utilized as a guideline to realize high-performance semiconductor lasers using diffused QW's structure.

In Section 1, various techniques for compositional-induced disordering of QW's have been reviewed. Semiconductor lasers using diffused QW's structure are fabricated with significant improvement in the confinement of injection current and light. This is due to the reduction of refractive index and electrical conductivity of the diffused QW's. In practice, (i) impurity-induced disordering and (ii) impurity-free vacancies diffusion are the two possible ways to realized diffused QW's. The former method consists of ion implantation and rapid thermal annealing processes for the diffusion of atoms. However, the scattering and free carrier absorption losses of the diffused QW's material are increased due to the ionization of ions. In order to cope with this problem, the latter method, impurity-free vacancies diffusion is utilized to obtain the interdiffusion without the presence of ion implantation process.

The spectral characteristics of conventional semiconductor lasers are discussed in Section 2. It is noted that the performance of the high-speed long-haul optical fiber communication systems is limited by the multiple longitudinal-mode operation of facet-emitted lasers (i.e. FP and DFB lasers). Multiple longitudinal-mode operation in FP lasers is attributed to the wide linewidth of the gain spectrum. The excitation of side modes in DFB lasers is due to the SHB of carrier concentration. On the other hand, multiple transverse-mode operation is observed in VCSEL's especially for devices with large area and under high current injection. The origin of side-mode excitation can be attributed to SHB of carrier concentration and thermal lensing. Under these circumstances, novel structure of high-performance semiconductor lasers is required for a stable single-mode operation. The
optical properties (i.e. optical gain and background refractive index) of diffused Al$_{0.3}$Ga$_{0.7}$As/GaAs QW's have been analyzed in Section 3. It is shown that the gain-peak wavelength, optical gain peak and the corresponding refractive-index change can be approximated by a logarithmic function with the carrier concentration and the extent of interdiffusion as the variables. However, at the wavelength equals 0.85 m and $L_d > 20 \text{ Å}$, the optical gain can only be approximated by a linear function of carrier concentration but the corresponding change of refractive-index change is negligible. The fitting parameters given in this chapter can be utilized to estimate the characteristics of semiconductor lasers with diffused QW’s structure.

In Section 4, the improvement of semiconductor lasers by using the diffused QW’s structure has been analyzed. A novel structure of FP semiconductor lasers by interdiffusion of QW’s active region has been proposed and analyzed in Section 4.1. A single-longitudinal-mode operation is achieved in periodic diffused QW’s FP lasers at and above threshold. It is shown that the diffused QW’s structure enhances SMSR of FP lasers. This is due to the filtering effects arise from the difference of refractive index and optical gain between the diffused sections. It is revealed that device with $L_d$’s combination equals 0|60 Å exhibits better spectrum purity than device with $L_d$’s combination equals 0|10 Å even the threshold current densities of both devices are close together. This is because the periodic diffused QW’s structure demonstrates better optical filtering efficiency with large $L_d$ which compensates for the increase of optical loss arises from the interdiffusion effects. Although the threshold current density of the proposed FP lasers with diffused QW’s structure is deteriorated by 16% (compares with FP lasers without interdiffusion structure), the SMSR is enhanced by more than 10 dB at threshold.

The proposed DFB semiconductor lasers with step diffused QW’s structure defined in the active region have been analyzed in Section 4.2. The devices under investigation have grating structure with and without $\lambda/4$ phase-shifted region. It is observed that the former laser structure exhibits a stable single-longitudinal-mode operation with large coupling-length product. This is because the diffusion step counteracts the influence of carrier SHB inside the QW’s active layers. On the other hand, phase-adjustment region can be applied into the DFB lasers with uniform grating structure through the disordering of QW’s active layer. It is shown that side-mode suppression ratio of the devices can be enhanced even for devices with large $\kappa L$. The merit of these laser structures is that the longitudinal SHB is less severe than the conventional $\lambda/4$-shifted DFB lasers.

In Section 4.3, the possibility of using a step diffused QW’s structure in VCSELs has been discussed. It is observed that the maximum output power for a stable single-mode operation can be enhanced. The step diffused QW’s structure creates a non-uniform refractive-index profile inside the active
region in which the influence of carrier SHB and thermal lensing can be minimized. The success of the above proposal depends upon whether the diffused QW's semiconductor lasers can be realized in practice by using the existing fabrication techniques such that the production cost and wastage in devices’ fabrication can be further reduced. In fact, the possibility to realize diffused QW's structure depends upon the following criteria:

- The proposed semiconductor lasers have typical dimensions which require simple processing technique and are compatible with the existing fabrication techniques.

- The penetration depth of impurities or vacancies is in the same order of magnitude to the depth of the QW’s active layer below the p-cladding layer of the lasers such that the diffusion process can be carried out.

- The interdiffusion length, \( L_o \), of the diffused QW’s active region is determined by the implantation energy and thermal annealing time. With careful control of annealing temperature and time, \( L_o \), down to 5 Å, can be obtained without any difficulty.

- The formation accuracy of diffusion pattern can be realized by the combined techniques of Electron Beam Lithography and implantation enhanced disordering to achieve nanometer structure which is far more precise than our requirement.

The other advantages for adopting diffused QW’s structure are: (i) the tunability of the operating wavelength by modifying the diffusion profile and (ii) the use of interdiffusion technique can avoid the complex fabrication process of semiconductor lasers.
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of interdiffused quantum well, 11–13
Confinement profile, 577–581
and interdiffusion rates, 201–203
Confining layer, 288
Control beam, 493
Cottrell atmospheres, 398
Coulomb attraction force, 30
Coupled double quantum wells (CDQW)s, 221–222
Coupler, zero-gap nonlinear directional, 488–491
Critical layer thickness, 134–135, 166–168, 286
Cross over point potential, 23
Cross sectional scanning tunneling microscope (XSTM), 546–547
Cross sectional transmission electron microscopy (XTEM), 312, 375, 382–383, 386, 423–425, 430–432, 549
Cross-over point, 10, 12
Crystal growth direction, 9
Crystal quality, 178–179
Crystal recovery process, 276
Current and light output, 328
Current density, 630, 632
Current injection in quantum dots, 124

D
1D confinement energies, 413–414, 416
Dark current, 542
in p-type InGaAs/InP quantum wells, 553, 555
Decay time of sublevels, 120–122
Defect clusters, 282–283
Defect dependent diffusion, 108
Defect injection, 415
Defects, 158, 463, 467. See also
Deformation potentials, 96
Depth/width control, 10
Device lifetime, 244–245
DFQW potential profile, 600–601
Diamagnetic shift, 112
Dielectric cap quantum well disordering (DCQWD), 443–468
Dielectric capping layer, 149, 623 and disordering, 443–468
Dielectric constant, 533–535
Dielectric deposition, 377–402, 418
Dielectric encapsulant annealing, 69–70
Dielectric encapsulant layers, 373
Dielectric encapsulation, 547, 549
Dielectric field and semiconductor, 341
Differential gain, 46
of diffused quantum well lasers, 43–48
Diffraction, x-ray, 55–56, 177
Diffraction patterns, 544–545
strained, 18–21

Diffusion, 307
  defect dependent, 108
  dislocation, 108
  interstitial, 108
  models, 2–6
  path, 68–69
  prefactor, 60
  strain-enhanced, 76–80

Diffusion barrier, 277

Diffusion coefficients, 3, 54, 56, 59, 78–79, 268, 308, 450, 478
  of Al, 270–274
  and arsenic overpressure, 66–67
  and dielectric encapsulant annealing, 69
  and film thickness, 457
  for GaAs/AlGaAs interdiffusion, 61, 64
  of layers, 89–95
  and strain, 155
  of Te, 273–274
  and vacancies, 73–75
  in vacancy induced disordering, 486–488

Diffusion constant ratio and refractive index change, 530–531

Diffusion depth, 477

Diffusion equations, 127

Diffusion length, 3–4, 7, 276–277, 280, 349, 641
  and disordered quantum well structures, 445–447
  and energy shift, 453–454
  and interdiffusion, 56–57, 180
  and interdiffusion coefficient, 73–74
  and refractive index change, 528–529, 531–532
  and vacancies, 455

Diffusivity, 231
  decrease in, 67
  during dielectric encapsulant annealing, 70

Diodes, superluminescent, 255–256

Direct compositional mapping, 54–55

Directional coupler, 517, 523

Discontinuous concentration, 90

Dislocation diffusion, 108

Dislocation loops, 74, 282, 400

Dislocations, 166
  and bandgap energy shift, 228
  due to strain relaxation, 147–149

Disordering, 171–175, 177–178, 443–468, 620
  area-selective, 488
  bilayer, 433–435
  and carrier lifetime, 462–467
  control of, 566
  direct collisional, 307
  implantation induced, 341–342
  impurities-induced, 216
  and laterally selective intermixing, 404
  pulsed laser, 613–614
  and rapid thermal annealing, 457
  and refractive index changes, 344–345
  selective area, 471–495
  and SiO₂, 403
  and subband transition energy, 191, 194
  in a superlattice, 500–536
  and transition energy changes, 191, 194, 203
  and zinc diffusion, 474–477

Displacement density, 319–320

Distributed feedback lasers, 613, 633–636
  with step-diffused quantum wells, 654–661

Distribution ratio, 6, 89, 103–104

Dopant impurities, 384–386

Dopants, 243, 267
  and impurity induced mixing, 268–273
  and interdiffusion, 54

Doping
  and interdiffusion, 71
  and intermixing inhibition, 279–283
and relaxation oscillation frequency, 466
Dose rates during implantation, 227
Double crystal x-ray diffraction (DCXRD), 310–311, 544–545
Double-barrier quantum well wire, 408
Drift time, 466
DRQW modulator, 572–607
Dual quantum well laser structure, 288–289
Dual wavelength laser, 297–298
fabrication of, 299–304

\section*{E}

Effective bond-orbital method (EBOM), 556–559
Effective Hamiltonian, 16
Effective mass, 31, 143, 168
Effective mass equations, 95
Effective waveguide index, 242
Eigenstates, 32
Elastic coefficient, 397
Elastic interaction energy, 436–437
Elastic properties, 135–136
Elbow temperature, 232, 238
Electric displacement, 533, 535
Electric field, 569
and bandgap energy, 252
and exciton peak, 40–41
and quantum well shape modification, 222
and Stark shift energy, 37–38
Electrical activity of implanted ions, 227
Electrical compensation, 271–272
Electrical properties of quantum wells, 243–244
Electroabsorption, 207
Electroluminescence spectra, 122–124
Electron beam lithography (EBL), 419
Electron bound state energy, 12
Electron concentration, 271–273
Electron confinement profile, 186–188
Electron ground state, 179
Electron subband level, 10
Electron wavefunction, 8
Electron-hole pair, 29–30
Electron-hole transitions, 32, 413
Emission density, 125–126
Emission intensity, 127
Emission spectra, 302–304, 652–653
Encapsulating layer and stress, 397–399
Energy gap, 137
in ternary alloy, 133
Energy implants, 245
Energy level calculation in interdiffused quantum well structures, 445–448
Energy profile, 139, 141–144
Energy separation between subbands, 37, 43–44
Energy shift, 289–292, 461
and Al composition, 325–326
and annealing, 313–314
and annealing temperature, 323, 363–365
and anodic oxidation, 330–331
and capping, 449–450
and diffusion length, 453–454
and As implantation, 316–318
and implantation dose, 310–312, 321, 323, 324
and implantation temperature, 315–320
in quantum dots, 112, 117–118
of sublevels, 113–119
Energy transitions, 219–222
Envelop function, 7–15, 25–26, 30–31, 37, 52
Epitaxial growth, 215
Epitaxial layers, 131
Error function confinement potential, 21–24
Error function distribution, 179, 201
Error function profile, 5, 485
Error function quantum well, 23–24
Etch and regrow processes, 215
Etch pit density (EPD), 105–106
| Etching of surface oxide, 479, 482 |
| Excitation photon energy, 465 |
| Excitation power in quantum dots, 113-115 |
| Excitation relaxation, 463 |
| Exciton, 473 |
| Exciton energy, 33-35 |
| and ion implantation, 310, 312 |
| Exciton linewidth, 573 |
| Exciton peak, 30, 40-41 |
| Exciton resonances, 473 |
| Exciton wavefunction, 37 |
| Excitonic transitions, 411 |
| Excitons in diffused quantum wells, 29-36 |
| Expansion coefficient, 419-420 |
| Extended cavity CW lasers, 354-356 |
| Extended cavity mode-locked lasers, 357-361 |
| Extended defects, 401-402 |
| Extinction ratio, 514 |
| F |
| F implantation, 178 |
| Fabry Perot DFQW reflection modulator, 569 |
| Fabry Perot fringes, 480-482 |
| Fabry Perot lasers, 629-633 |
| with periodic diffused quantum wells, 649-654 |
| Fabry Perot modulator, 565 |
| Fabry Perot reflection layer, 608-609 |
| Fabry Perot transverse type DFQW modulator, 607-613 |
| Facet emitting lasers, 620-624, 627 |
| Feedback effect of lasers, 254 |
| Fermi energies, 43, 45 |
| Fermi level, 43, 151, 474 |
| effect, 71-76, 340 |
| and impurities, 153 |
| Fick's equation, 483 |
| Fick's laws of diffusion, 3, 138, 180, 269 |
| Film growth techniques for dielectric cap quantum well disordering (DCQW), 444 |
| Film thickness, 457 |
| Finesse parameter, 570 |
| Fluoride compounds as annealing caps, 346 |
| Fluorine |
| and disordering, 344-345 |
| as neutral impurity, 622-623 |
| Flux continuity, 90 |
| Focused ion beam, 415 |
| Formation of energy of vacancies, 77 |
| Four-channel waveguide photodetectors, 352-353 |
| Free carrier absorption, 173 |
| Free carrier absorption coefficient, 241 |
| Full width at half-maximum (FWHM), 111, 449 |

**G**

Ga

annealing and interdiffusion coefficients, 63-64
concentration and annealing time, 389-391
implantation, 154-155, 217, 275-277, 282-283, 415-417, 623
on III-V diffusion, 55
implantation-induced intermixing, 400-402
interdiffusion, 138-140, 185, 191, 194-196, 287-292, 482-483
and interdiffusion, 56
interdiffusion rate, 397
interstitials, 65, 68
outdiffusion, 69, 340, 399, 456, 482, 484
pumping, 399
vapor overpressure, 152-153
vapor pressure, 145-146
Ga oxide, 386
Ga vacancies, 147-151, 217, 268, 340, 347, 376, 384-386, 433-437, 478-482
and dielectric encapsulation, 373
and disordering, 501
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and IFVD, 365
and ion implantation, 400
and SiO₂ coating, 435–436
and stress, 398–399
Ga-Al interdiffusion, 372, 418
Ga-Al interdiffusion coefficient, 403
GaAs
and anodic oxidation, 333
band structure of, 133
capping layer, 149
and interdiffusion, 59–60
low temperature, 448–452
low temperature layer and
capping, 150–151
and vacancies, 228
and vacancy concentrations, 67–68
GaAs quantum wells, 327–329
and intermixing, 322–327
and proton implantation, 309–316
GaAs/AlAs superlattices and impurity
induced mixing, 268–273
GaAs/AlGaAs multiquantum well
structure and disordering, 446–452
GaAs/AlGaAs quantum wells, 362
and annealing, 65–69, 232
and anodic oxidation, 330–334
and bandgap energy shifts,
228–229
and carrier lifetime, 462–467
doping of, 294–299
and film growing conditions,
452–462
and impurity free disordering,
501–504
and impurity free vacancy
disordering, 339–367
interdiffusion, 61, 86, 101–105,
216, 376–378
and ion implantation, 247
and mode-selective channel
waveguides, 509–512
and refractive index change,
525–528
and selective interdiffusion,
403–417
and shape modification, 235
GaAs/Al₀₂₅Ga₀₇₅As quantum wells,
101–105
GaAs/AlGaAs quantum wire
structures, 333–334
GaAs/AlGaAs superlattice
and quantum well shape
modification, 246
GaAsP/InP quantum well
and interdiffusion, 177
Gain curve, 261
Gain dispersion effects, 358
Gain of diffused quantum well lasers,
42–48
Gain peak wavelength, 641–647
Gain region, 651
Gain spectrum, 41
GaInP/AlGaInP quantum well, 362
Gallium. See Ga
Ge implantation, 76, 276–278
GRaded-INdex Separate-Confinement-
Heterostructure (GRINSCH) laser
structure, 327, 335
Gradient correction term, 89
Grating section of lasers, 356
Green function model, 141
Ground level, 117–118
Ground state transition energy,
199–200
Group III
diffusion of, 2–5
interdiffusion, 86, 175–178, 288,
557–559
and intermixing, 175
Group III interstitials, 152, 158
Group III strained materials, 78
Group III sublattice and
interdiffusion, 185–204
Group III vacancies, 60, 152, 158
Group III-V, 572
and activation energy, 60–65
and interdiffusion, 53–81
Group IV plasma process, 362–367
Group IV strained materials, 78
Group refractive index, 249–250
Group V
diffusion of, 3–6, 546
and disordering, 528–530
and interdiffusion, 86, 175, 177–178, 180, 557, 559, 594–595, 605
Group V sublattices, 194–204
Group VIII diffusion, 340
Growth conditions of quantum wells, 105–109
Growth interruptions at quantum well interfaces, 237
Growth temperature of quantum wells, 105–106
Guided wave optical devices, 488–495

H
Half-width-half-maximum, 577
Hamiltonian for motion, 9
Heat treatment and quantum well modification, 221–222
Heavy hole, 32, 35
Heavy hole band, 9, 14–15, 137, 168, 170
and strain, 19, 181
Heavy hole confinement profile, 187–192, 202–203
Heavy hole ground state, 179
Heavy hole polarized light, 242
Heavy hole subbands, 18, 20–21, 52
Heavy hole transition energy, 183, 199–201
Heavy hole wavefunction, 593–597, 599
Heavy hole(HH) eigenstates, 577, 579–582, 601–602
Heavy hole-light hole bandgap splitting, 253–254
Helium implantation, 626–627
Heterostructures and interdiffusion, 131–157
HH1 states, 605
HH1 subband, 18, 20
HH2 subband, 18, 20
High power windowed laser diodes, 254–255
High resolution electron beam lithography (HREBL), 404
High resolution electron microscopy (HREM), 55
Hole bound state energy, 12
Hole energy separation, 118, 122
Hole subband dispersions, 18, 20–21
Hole subband level, 10, 18, 52, 183
Hydrogen content SiN capping layer, 459–460, 462
Hydrostatic deformation potential, 96
Hydrostatic strain, 19, 137
and confinement profile, 186
and interdiffusion, 77
Hyperbolic function and error function confinement potential, 21–24
Hyperbolic quantum well potential, 22–24

I
IFVD. See Impurity-free vacancy disordering (IFVD)
Implantation damage, 402
Implantation dose
and energy shift, 310–313, 321, 323–324
and intermixing, 401
and wavelength shifting, 329
Implantation of impurities, 309, 621, 661, 663
Implantation temperature
and defects, 321
and energy shift, 315–319
and intermixing, 322, 326
Impurities, 243
and disordering, 474
and implantation, 309, 621, 661, 663
and interdiffusion, 54, 86, 132, 216, 501
and intermixing, 267–304
ionization of, 621–622
neutral, 622
Impurity doping, 293
Impurity-free disordering, 372
INDEX

Impurity-free intermixing, 308–309, 372
Impurity-free selective disordering, 500–505
Impurity-free vacancy diffusion, 572, 610, 623–624, 665
Impurity-free vacancy disordering (IFVD), 174–175, 339–367, 472, 543
and fabrication of lasers, 351–352
Impurity-induced disordering, 172–173, 175, 474, 621–623, 665
Impurity-induced interdiffusion, 151–154
Impurity-induced layer disordering (IILD), 268, 270–271
Impurity-induced mixing, 276–277 in GaAs/AlAs superlattices, 268–273
In composition profile, 138–141, 180 content, 143
and critical layer thickness, 166–167
and dislocations, 147–149
interdiffusion, 138–140, 185, 194–195, 198
Indium. See In
In/Ga interdiffusion, 138–141, 144–151
InGaAs/GaAs quantum dots and interdiffusion, 110–113
In\textsubscript{0.2}Ga\textsubscript{0.8}As/GaAs quantum well, 33
InGaAs/GaAs quantum wells, 203 annealing of, 173
interdiffusion of, 3–54
and shape modification, 236
and strain, 20–21
InGaAs/GaAs strained quantum wells, 77–78, 178–179
InGaAs/InAlGaAs quantum wells, 362–364
InGaAs/InGaAlAs quantum wells polarization of, 251
In\textsubscript{0.66}Ga\textsubscript{0.33}As/In\textsubscript{0.66}Ga\textsubscript{0.33}As\textsubscript{0.7}P\textsubscript{0.3}, 78
InGaAs/InGaAsP quantum well lasers and bandgap shifting, 261
and vacancies, 245–246
InGaAs/InGaAsP quantum wells, 362–364
and bandgap energy shifts, 228, 230
and buried waveguides, 249
In\textsubscript{0.53}Ga\textsubscript{0.47}As/In\textsubscript{0.33}Ga\textsubscript{0.61}As\textsubscript{0.7}P\textsubscript{0.3} quantum wells, 6
InGaAs/InP quantum wells annealing of, 173
interdiffusion, 3–5, 77, 177–178
and polarization, 205–207
In\textsubscript{0.53}Ga\textsubscript{0.47}As/InP quantum wells, 6–7
and interdiffusion of group III sublattice, 185
intermixing, 97–101, 175–179 strained, 164–166
InGaAs/InP strained quantum wells, 103–104, 164–166, 178–179
InGaAs/InP superlattices, 542
and disordering, 504–505
mixing of, 283–287
and mode-selective channel waveguides, 512–516
and refractive index change, 528–533
In\textsubscript{0.53}Ga\textsubscript{0.47}As/InP superlattices, 171
InGaAsP quantum wells distribution ratio of, 6
and interdiffusion rates, 194, 196–198, 201–204
InGaAsP strained quantum wells, 78
InGaAs(P)/InP DFQW, 591–599
InGaAsP/InP quantum wells and interdiffusion, 86, 96–101, 177
and polarization insensitivity, 605–607
Injected current density, 48–49
Injection carrier concentration, 643, 645
Injection current, 631
InP, 543–544
and interdiffusion, 78–79, 108–109
lattice constant, 185
InP based quantum well shape modification, 236–238
InP based quantum wells and vacancies, 228
In-plane effective mass, 168
In-plane strain of sublattices, 194–197, 199
Insertion loss, 569, 613
Integrated devices, 257–262
Integrated Mach-Zehnder interferometer, 490–492
Integrated modulators/waveguides, 354
Integrated optical devices, 495
Integrated waveguides, 355–356
Integration, monolithic, 204, 214, 613
Intensity profiles of mode splitter, 520, 522
Interaction length, 565–566
Interband optical absorption, 25–29
Interband transition energy, 170–171, 183, 597
Interdiffused quantum wells, 1–52
optical gain of, 41–49
and quantum confined Stark effects, 36–41
and strain, 20–21
Interdiffusion, 127
activation energy of, 60–65
boundary conditions for, 90–92
cation, 191–193, 196, 284, 287
in electroabsorptive modulator, 577
and energy level calculation, 445–448
enhancement of, 384–391
in GaAs based materials, 59–60
in GaAs/AlGaAs quantum wells, 86
of group III, 175–178, 288, 557–559
of group III sublattice, 185–194
of group V, 605
in III-V heterostructures, 53–81
impurity induced, 151–154
of InGaAs/InP superlattices, 283–287
in InGaAsP/InP quantum wells, 86
and injection current, 48
intrinsic thermal, 387
and ion implantation, 153–155, 223–230, 247
and lattice strain, 86
in lattice-matched quantum wells, 85, 88–109
measurement of, 54–59
model, 2–6
and modulation, 581–589
and pinholes, 389
and quantum confined Stark effects, 37
and quantum well confinement, 577–581
in quantum wells, 96–105, 216
rate, 6, 176–177, 179–180, 194–201, 397
in matched lattices, 201–204
in reflection modulator, 571
in self-formed quantum dots, 110–127
and SiO₂ coating, 376–402, 430–432
and strain, 155–156, 178–179, 253–254, 592
in strained layer In,Ga₁₋ₓAs/GaAs heterostructures, 131–157
in strained material systems, 76–80
and stress, 409–410
in sublattices, 182–183, 194–204
in superlattices, 140
in waveguide type modulators, 572–573
and well depth, 392–393, 396
and well width, 588–589
of zinc impurities, 641
Al-Ga, 291–292
and capping layers, 149–150
and GaAs materials, 59
and GaAs/AlGaAs quantum wells, 103–105
and impurities, 153–157
and vapor pressure, 146–148
Interdiffusion length, 33–34, 41, 44, 47, 156
and intermixing, 392–394
and SiO₂ encapsulant layer, 388
Interdiffusion profile, 88–95, 103
Interfaces, strained layer, 141
Interfacial distribution ratio, 98, 100–101
Interferogram, 481
Intermixed lasers, 327–330
Intermixed quantum well potential profile, 445
Intermixing, 147, 613. See also Layer intermixing
anodic-induced, 330–334
applications in lasers, 204–205
and capping layers, 149–151
characterization of, 374–376
damage of, 307–336
and deposition technique, 378
of different material systems, 362
and energy levels, 556–559
enhanced by SiO₂, 403–417
and the Fermi level effect, 71–74
inhibition of, 279–283, 345–351
and ion implantation, 321–322, 400–402, 415–417
proton, 313
temperature, 315, 326
localized, 301
and quantum well broadening, 547–551
of quantum wells, 171–179
rate, 386–387
selectivity, 349–351, 436–437
of single modulation-doped quantum well, 293–299
and SiO₂ capping, 365, 373
and strain, 178–179, 208
of superlattices, 71
and vacancies, 217
and zinc diffusion, 474–477
Internal quantum efficiency, 352, 465
Interstitial diffusion, 108
Interstitial donors, 474
Interstitials, 65, 145, 152, 158
and ion implantation, 224–225
and vapor pressure, 146–147
Intrinsic thermal interdiffusion, 387
InₓGa₁₋ₓAs layer
band structure of, 133–138
and strain, 131, 164–165
InₓGa₁₋ₓAs/GaAs heterostructures
and impurities, 151–157
and strain effects, 155–156
InₓGa₁₋ₓAs/GaAs quantum wells interdiffusion, 138–140, 144–151
transition energy of, 141–144
InₓGa₁₋ₓAs/InP quantum wells strained, 164–168
Ion collision effect, 269, 275
of impurities, 153–155
and quantum well shape modification, 214–262
of quantum wires, 415–417
shallow, 223
Ion implantation energy, 227–230
Ion implantation enhanced interdiffusion, 254
Ion implantation enhanced quantum well shape modification, 257
Ion implantation induced damage, 223–230
Ion induced superlattice mixing, 273–279
Ion mixing, 227
Ion size during implantation, 226–227
Ion-beam intermixing, 173
Ionization of impurities, 621–622
J
Jitter in mode-locked lasers, 359
Joint density of states, 47
K
Kerr nonlinearity, 474
Kick-out mechanism, 152–153
Kr
implantation of, 154–155
and interdiffusion, 56
Kramers-Kronig dispersion relation, 643, 647
Krypton. See Kr

L
l/4 phase-shifted distributed feedback laser, 633–636, 649, 659
with step-diffused quantum wells, 654–658
Laplace transformation, 138
Laser diodes, 236, 254–255
time of, 245
Laser facet temperature, 254
Laser wavelengths, shifting of, 41–42
Laser-induced disordering, 174–175
Lasers
active-mode-locked, 357–360
buried structure, 42
extended cavity, 356
Fabry-Perot, 629–633, 649–654
facet emitting, 620–624, 627
grating section of, 356
impurity induced disordered, 157
intermixed, 327–330
and intermixing, 204
l/4 shifted distributed feedback, 633–636, 649, 659
multiwavelength, 351–352
passive section of, 354–355, 357
quantum dot, 87
quantum well, 327–330
ridge, 41
semiconductor, 132, 341, 626–641
stripe, 157
stripe geometry, 622
surface emitting, 624–626
wavelength, 41
Lasing, 353, 629–641
Lasing threshold and implantation, 329
Lateral barrier, 415–417
Lateral confining potential, 411, 413–414
Lateral diffusion, 434
Lateral interdiffusion, 375–376
Lateral interdiffusion length, 414, 431–432
Lateral potential, 118
modulation, 413–415
Lateral resolution, 247
Lateral selectivity in intermixing, 373–374, 404–406
Lateral stress, 422
Lateral stress gradient, 435–436
Lattice constant in strained quantum wells, 19
Lattice defects, 267–304
Lattice distortion, 6, 100–101
Lattice matching, 175
Lattice mismatch, 166–168, 284
Lattice relaxation, 156
Lattice strain and interdiffusion, 86
Lattice-matched quantum wells, interdiffusion, 88–109
Layer disordering, 433–435
Layer intermixing, 140, 144, 151–152, 156–158
Be, 153
control of, 267–304
Si, 153
Leakage current, 244, 622
Level separation, 118
LH1 states, 605
LH1 subband, 18
LH2 subband, 18
LH subbands, 18, 20–21
Light current, 663
Light emitting diodes, 165
broadband, 255–256
Light hole, 32, 35
Light hole band, 9, 14–15, 137, 168, 170
and strain, 19–20, 181
Light hole confinement profile, 188–189, 202–203
Light hole polarized light, 242
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Light hole subband, 18, 52
and strain, 20
Light hole transition energy, 183, 199–201
Light output, 328
Light output power, measurement of, 302–303
Light-current curve, 329
Line splittings, 381–382, 392
Linear diffusion equations, 88–95
Linear polarization anisotropy, 411–412, 417
Linewidth broadening, 577
Linewidth enhancement spectra of diffused quantum well lasers, 45–48
Longitudinal modes, 628
Longitudinal refractive index, 659
Longitudinal spatial distribution, 636
Longitudinal-mode operation, 629–630, 633
\( \lambda_{op} \), 573, 583, 587–588, 591, 602–603, 613
Loss region, 651
Losses in fabrication of lasers, 354–355
Low temperature GaAs layer, 150–151
and disordering, 448–452
Low temperature photoluminescence spectroscopy, 374
\( \lambda_{op} \), 643
\( \text{LP}_0 \) mode, 637, 639–641, 662, 664
\( \text{LP}_{1} \) mode, 637, 639–641, 662, 664–665
Luttinger-Kohn Hamiltonian, 16, 51–52
Luttinger-Kohn parameters, 15

M
Masking areas of wafer, 245–246
Matched lattices and interdiffusion rates, 201–204
Material systems for quantum well shape modification, 234–239
Matrix elements, 26–28
Matthews and Blakeslee’s force-balance model, 135, 166
Maxwell’s equation, 533
Mercury cadmium telluride (MCT) detector, 541–542
Metal organic chemical vapor deposition (MOCVD), 452
Mg doping of quantum wells, 295
Microtwins, 286
Miniwells, 191, 592, 594
in group III sublattice, 186
Miscibility gap and interdiffusion, 77
Misfit dislocations, 286
Misfit strain and interdiffusion, 155
Mixing enhancement for sublattice interdiffusion, 286
Modal gain, 638–639
Mode filters, 511–513
Mode operation in lasers, 627–628
Mode splitter, polarization, 517–523
Mode-locked pulse train, 357
Mode-selective channel waveguides, 509–516
Mode-splitting region, 517, 519–520
Modulation, 304, 608
bandwidth, 568
depth, 568, 591–592
doping, 293
efficiency, 568
and interdiffusion, 581–589
parameters, 567–572
polarization insensitive, 599
speed, 564
strength, 564
Modulation doped dual AlGaAs quantum wells, 299–304
Modulator, reflectance of, 569–570
Momentum operator, 26–27
Monolithic integration, 1, 172, 204, 214, 613
Monolithically integrated optical displacement sensor, 361–362
Multiple transverse mode, 628, 649
Multiple wavelength laser arrays, 260–262
Multiquantum wells, 540
and laterally selective intermixing, 404–406
and nonlinear optical properties, 473–474
photoluminescence of, 552
Multiwavelength lasers, 351–352

N
N₂ gas, 459
Native point defects, 158, 373. See also Defects and impurities, 151–154
Ne implantation, 178
Nearest neighbor hopping (nnh), 68–69
Near-field patterns of mode splitter, 520, 522
Neutral impurities, 622
NH₃ flow rate, 457–462
n-i-p structures, 340–341
Nonlinear optical properties, 473–474
Nonradiative lifetime, 125–126
Nonradiative recombination, 124–126, 401–402
Non-s exciton, 35
Non-square quantum wells, 2, 36
optical properties of, 7–13
and well width, 10–12
Non-uniform diffused quantum wells, 661–665
N-type ions, 621

O
Occupation probabilities, 42, 45
OFF-state absorption coefficient, 583
ON-state, polarization insensitive, 602
ON-state absorption coefficient, 583
Operation wavelength, 567
Optical absorption coefficient. See Absorption coefficient, optical
Optical absorption of interdiffused quantum wells, 24–36
Optical amplifier, 205, 257
Optical confinement, 510, 567–568
Optical gain, 641–648, 650–651, 666
of interdiffused quantum wells, 41–49
positive, 42
and wavelength, 258
Optical gain profile, 644–645
Optical intensity, 472
Optical losses, 443–444
Optical measurements of interdiffusion, 132
Optical propagation loss, 480
Optical properties of quantum wells, 214, 239–243, 641–647
Optical signal, 490, 492
Optical switching, measurement of, 492–494
Optoelectronic devices integration, 471
polarization insensitive, 256–257
Outdiffusion, 623
of Ga, 69, 340, 456, 482, 484
Output coupling angle, 342–343
Output electro luminescence, 256
Output power, 631, 634–635, 637–638
of waveguides, 512, 514, 516
Output waveguide, 488–489
Overlap integral, 40
Oxidation and vacancy induced disordering, 478–482
Oxide layers, 378–379
Oxygen
and energy shifts, 323
and intermixing, 335
as neutral impurity, 622
Oxygen implantation, 307, 318–322

P
in diffused quantum well modulators, 605
diffusion, 177
and doping silica layers, 346–348
implantation, 623
and interdiffusion, 597–599
in quantum wells, 107, 109
in well layer, 6–7
PAID. See Photoabsorption-induced disordering (PAID)
Particle transmission calculation, 179
Passive section of lasers, 354–355, 357
Passive waveguides, 354
Peak broadening, 463
Peak gain, 44–48
Peak response wavelength, 556
Peak shift
and capping layer thickness, 453, 455–456
and disordering, 506
Peak splitting, 428
PECVD. See Plasma enhanced chemical vapor deposition (PECVD)
People and Bean energy-balance model, 135, 166
Periodic diffused quantum wells, 649–654
PH3, 543–544
Phase adjustment region (PAR), 649, 658
Phase-space filling, 473
Phonon bottleneck, 88, 119–127
Phosphorus. See P
Photoabsorption-induced disordering (PAID), 174, 573, 613, 649
Photocurrent
suppressed, 467
and wavelength, 243
Photocurrent spectra, 205–207, 251 of demultiplexer, 259
Photodetector, polarization independent, 257
Photoelastic effect, 510
Photoluminescence excitation (PLE), 374
of quantum dots, 115, 117
of quantum well modifications, 221–222
of quantum wires, 410–412
Photoluminescence (PL)
and annealing, 422–423
of damaged sample, 366–367
decline profiles, 463–464, 466
decrease in intensities, 401–402
and defects, 425–426
and dielectric deposition, 379–382
and differential interdiffusion, 288–290
of dual quantum wells, 301
emission, 322–324
and annealing, 404–406
of InGaAs/InP QWIP structures, 549–552
for interdiffusion measurement, 55, 58
and intermixing rate, 386–387
and ion implantation, 309–310
loss of signal, 313
and optical properties quality, 239
of quantum wells, 97, 106, 113–117
of quantum wires, 410
shift and anodic oxidation, 331–332
shift and diffusion, 79–80
and SiO2 capping, 428–429, 501, 503
and SiO2 removal, 407–408
of PAs and SiO2 removal, 407–408
splitting of, 421–422
transition energy, 56–57
and vacancy induced disordering, 484–485
zinc diffusion, 475–476
Photon densities, 630, 632
Photon energy and absorption coefficient, 39–40
Photoelectric integrated circuits (PICs), 172, 214–215, 257–262, 361–362
fabrication of, 444
Photonic integration, 214–262
Photons in demultiplexer, 260
Photoresist film and intermixing, 367
p-i-n structures, electrical properties of, 243–244
Pinholes, 433
and interdiffusion, 389
in oxide layer, 379
Plasma enhanced chemical vapor deposition (PECVD), 399, 444–445
and quantum well disordering, 452–462
and SiO2 deposition, 377–384
Point defect clusters, 327
Point defect saturation, 327
Point defects, 59, 71, 145–147, 308–309, 312, 316, 319
and Al content, 326–327
concentration of, 474
and energy shifts, 325
in IFVD, 365, 367
and interdiffusion, 132, 372–373, 383, 436
and intermixing, 323
and ion implantation, 321, 400
origin of, 384
and stress, 398
Poisson’s equation, 570–571
Polarization, 251–252
and refractive index change, 505–536
Polarization insensitive modulation, 599
Polarization insensitive optoelectronic devices, 256–257
Polarization insensitivity, 205–208, 242, 254, 599–607
Polarization sensitivity, 250, 256–257
in demultiplexer, 260
Population inversion, 204, 300
Positive optical gain, 42
Prefactor, 54
Probabilities density, 14
Propagation direction, 565–566
Propagation loss, 503–504, 514
Proton implantation, 309–327, 625
Protons
and energy shift, 312
and ion implantation, 227
P-type InGaAs/InP QWIP structure, 543–547
P-type ions, 621
Pulse chirp, linear, 360
Pulse intensity, 359
Pulse length, 358
Pulse timing, 359
Pulse width, 358
Pulsed laser disordering, 613–614
Pump beam, 492
Pump-probe experiment, 492–494
Q
Quantum carrier confinement, 417
Quantum confined Stark effect (QCSE), 36–41, 164, 221, 474, 583, 586, 588, 590–591
Quantum confined Stark effect (QCSE) modulators, 250–254
Quantum confined Stark shift (QCSS), 567–569, 573–574, 579, 597, 599
and polarization insensitivity, 600–601
Quantum confinement, 33, 118, 592
Quantum dot lasers, 87
Quantum dot layer, 111
Quantum dots, 87–88
and interdiffusion, 110–127
and phonon bottleneck, 119–127
Quantum energy levels, 95–99
Quantum energy shift calculation of, 95–99
in GaAs/AlGaAs quantum wells, 102–104
in InGaAs/InP quantum wells, 106, 109
Quantum well electroabsorption modulators, 164
Quantum well gratings, 246
Quantum well infrared photodetector (QWIP), 539–560
Quantum well lasers and intermixing, 327–330
Quantum well modulators, diffused, 563–614
Quantum well shape modification, 254–255, 258–260
and ion implantation, 223–230
Quantum well shape modified devices, 247–262
Quantum well structure, 218–223
interdiffusion of, 1–52
and selective disordering, 471–495
strain in, 165–171
Quantum well width
and bandgap energy shift, 219–221
and ion implantation, 225
Quantum wells, 564
confinement, 577–581
disordering, 474–477
and carrier lifetimes, 462–467
electrical properties of, 243–244
and growth conditions, 105–109
growth conditions of, 105–109
interdiffusion, 96–105
intermixing of, 171–179
parabolic, 599–601
position of, 73
shape modification and ion implantation, 214–262
step-diffused, 654–661
Quantum wires, 118, 246–247, 333–334
fabrication of, 410–415
and ion implantation, 415–417
and SiO2 capping enhanced intermixing, 403
QWIP. See Quantum well infrared photodetector (QWIP)

R
Radio frequency sputtering and SiO2 deposition, 377–384
Rapid annealing time and anodic oxidation, 332
Rapid thermal annealing, 59
and disordering, 457, 501–504
and quantum well shape modification, 221–222
and selective intermixing in selected areas technique, 349–350
and well width broadening, 547, 549–551
Rapid thermal chemical vapor deposition (RTCVD)
and dielectric deposition, 418–419
and SiO2 deposition, 377–384
Reactive ion etching (RIE), 404, 419
Recombination lifetime, 120, 122–127, 125
Red shifting, 250–252, 547–551
Reflectance of modulator, 569–570
Reflectance spectroscopy and interdiffusion, 58–59
Refractive index, 70, 569, 620, 646, 648–651
background, 641–642
changes in, 355, 505–536
of distributed feedback laser, 636
nonlinear, 495
and nonlinear optical properties, 473
profile, 654–656
of SiN film, 459
in vertical-cavity surface-emitting lasers, 661–663
of waveguides, 341–345
Relative vacancy density, 459, 461
Relaxation lifetime, 119–120, 122–127
Relaxation oscillation frequency, 465–466, 630
Required bias, 586–587, 591
Residual losses from ion implantation, 240–241
RF power, 457–458
Ridge waveguide Fabry-Perot lasers, 351
Rise time, 465–467
Root Mean Square model, 523–525
Rounding-off process, 218–219
RTA. See Rapid thermal annealing
RTCVD. See Rapid thermal chemical vapor deposition (RTCVD)
Runge-Kutta method, 95
Rutherford backscattering spectroscopy (RBS), 54
S
S diffusion, 176
S exciton, 35
1S HH exciton peak, 583–584
Sacrificial wafer, 231–232
Saturable absorber, 357, 359–360
Saturation effect in implantation, 321
Saturation intensity, 577
Saturation of exciton resonances, 473
Schrödinger equation, 8, 183
Se doping of quantum wells, 295
Second nearest neighbor hopping (2nnh), 68–69
Secondary ion mass spectroscopy (SIMS), 54, 176, 375
of zinc diffusion, 475–476
SEED. See Self-electro-optic effect device (SEED)
Selective area disordering, 495
Selective interdiffusion and SiO₂ encapsulation, 371–438
Selective intermixing, 623
control of, 304
of modulation doped dual AlGaAs quantum wells, 299–304
Selective intermixing in selected areas (SISA) technique, 349–351
Self-diffusion, 145, 387
Ga, 152
Self-electro-optic effect device (SEED), 36, 164, 563, 590
Self-formed quantum dots and interdiffusion, 110–127
Self-phase modulation, 360
Self-pulsing modulation, 357
Semiconductor lasers and dielectric field, 341
fabrication of, 132
properties of, 626–641
Separation of variables, 140
Series resistance of multiwavelength lasers, 351
Shear strain, 605
Si doped, 346–348
doping, 295–299
of dual quantum well, 300
of superlattices, 71–73, 75
implantation, 217, 276–279, 501
and impurity induced disordering, 621
induced superlattice mixing, 286–287
and interdiffusion, 41, 304
and intermixing, 340–345
and intermixing inhibition, 279–283
and layer mixing, 153, 268–272
Side mode, 630, 633
Side-mode suppression ratio (SMSR), 647, 655–658, 660–661, 666
SiGe/Si heterostructure, 155
Signal beam, 492
Signal gain, 206–207
Silicon. See Si
Silicon dioxide. See SiO₂
Si₃N₄ annealing, 69–70, 174, 346, 500–501, 504–505
coated with SiO₂, 427–438
and stress, 421–422, 426
Si₃N₄ capping layer, 149, 157, 373, 452–462
and carrier lifetimes, 462–467
and quantum well disordering, 444
and stress, 433–434
Si₃N₄ film, 467
and refractive index, 516
Single-mode channel waveguides, 510
Single-mode operation and diffused quantum wells, 647–665
Single-mode ridge waveguide extended cavity lasers, 354–357
Single-mode ridge waveguides, 487
Single-modulation-doped quantum wells, 293–299
Single-transverse-mode operation, 627
SiNₓ capping, 298–299, 302–303
SiO₂, 69–70
capping of, 349–352
coated with Si₃Nₓ, 419–426
capsulant and interdiffusion, 64
in integrated modulators/waveguides, 354
and interdiffusion, 384–385, 397
removal, 407–408, 410
SiO₂ capping, 487, 501–504, 549
induced intermixing, 400–402, 416
and interdiffusion, 376–417
and vacancy diffusion, 435–437
INDEX

annealing, 500–501
and disordering, 450–452
doped with phosphorus, 346–348
and quantum well disordering, 444
and vacancy induced disordering, 482–485
SiO₂ encapsulants, 392
SiO₂ surface coverage ratio, 405–406
SiO₂/GaAs interface, 384–386, 389–392, 394
SiO₂:P, 346–347
SiO₂/Si₃N₄ layers and selective interdiffusion, 417–437
SiO₂ capping layers, 174
Si-SiGe system, 77
Slab waveguides, 503–504
Slope efficiency
of extended cavity CW lasers, 356
of multiwavelength lasers, 351
Smigelskas-Kirkendall effect, 89, 101
Sommerfeld factor, 32
Spatial homogeneity, 417
Spatial inhomogeneities, 379, 381–382, 391
Spatial selectivity in quantum well shape modification, 245–247
Spatially resolved photoluminescence (SRPL), 406–407
Spectrum purity, 659, 661
Spin-on-glass, 483
Spin-orbit split-off band, 14, 20
Splittings, 393–395
Spontaneous emission, 42, 353
lifetime, 122
Sputtering process, 389
and damage, 365–367
and defects, 382
with ion beam, 55
Square quantum well and well width, 10
SrF₂, 70, 623–624
as an annealing cap, 346
as bandgap control mask, 349–352
in four-channel waveguide photodetectors, 353
in integrated modulators/waveguides, 354
Stark shift energy, 37–38
Step-diffused quantum wells, 654–661
Strain, 157–158
axial, 19–20
biaxial, 167
and interdiffusion, 77
biaxial elastic, 134–138
biaxial hydrostatic, 181–182
in bilayers, 131
compressive, 168–169, 196, 198, 208
in group III sublattices, 186, 188
in DFQW, 592
and doped silica layers, 347
energy, 77
hydrostatic, 19, 186
in InGaAs/InP quantum wells, 164–165
in InP-based quantum wells, 237–238
in-plane, 194–197, 199
and interdiffusion, 178–179, 557
and intermixing, 208
and ion implantation, 310
and layer interdiffusion, 155–156
and polarization, 205
profile, 184–186, 196, 199
and quantum well shape modification, 236
relaxation, 147, 149, 156, 399
shear, 605
in superlattices, 284
uniaxial, 137, 168
in valence band, 133
Strain tensor elements, 136
Strained induced potential, 5
Strained layer In$_x$Ga$_{1-x}$As/GaAs heterostructures, interdiffusion, 131–157

Strained layer structures, 166–168

Strained layer superlattices, 178

Strained quantum wells, 175
and interdiffusion, 18–21, 76–80

Strain-enhanced diffusion, 76–80

Stranski-Krastanov (SK) mode dots, 110

Stress
compressive, 398, 419–420
and Si$_3$N$_4$ coating, 434
and SiO$_2$ coating, 435
and defect diffusion, 436
and dielectric deposition, 419–421
and interdiffusion, 408–409
and photoluminescence spectra, 421–422
and Si$_3$N$_4$ coating, 433–434
and SiO$_2$ coating, 427–430, 436–437
thermal, 397–399, 408–409, 419–420
and vacancy diffusion, 433–437

Stress relaxation, 407–408

Stripe geometry lasers, 622

Stripe lasers, 157

Strontium fluoride. See SrF$_2$

Subband edge calculation, 183–185

Subband edge energies, 23

Subband edge structure, 179–204

Subband energy, 25, 36, 43
in interdiffused quantum well, 10
Subband transition energy, 191, 193–194

Sublattices
and interdiffusion, 182–183
interdiffusion of, 3

Superlattices
AlAs/GaAs, 273
and implantation stress, 153–155
interdiffusion, 140–141
monolayers, 558
and refractive index change, 505–536

and transition energies, 143–144

Superluminescent diodes, 255–256

Supply cycles and quantum dots, 115–116

Surface diffusion, 173

Surface emitting lasers, 624–626

Surface masking conditions, 295

Switching of signal pulses, 493–494

Switching rate in DFQW, 586–587

Symmetry and quantum well shape modification, 221–222

T

TE
absorption spectra, 602–604, 607
polarization, 27, 205–207, 514, 566, 575–576

Te
diffusion, 273
and doping, 72, 74–75
impurity induced mixing, 287

TE mode, 519
polarization, 566
and refractive index change, 27, 527–528
waveguides, 509–512, 514–516

Tellurium. See Te

Temperature
during implantation, 227
and interdiffusion coefficient, 450, 452
and SiO$_2$ sensitivity, 387

Tensile strain, 168, 181, 196, 198, 253–254, 409, 419–421, 427, 605–606
and confinement profile, 186–188
in group III sublattice, 185–186
and group V interdiffusion, 207
and interdiffusion, 199, 201
and intermixing, 208
and Si$_3$N$_4$ coating, 434

Thermal annealing. See Annealing

Thermal equilibrium during arsenic overpressure, 65–68

Thermal expansion coefficient, 347, 397
INDEX

Thermal lasing, 639–641
Thermal stability and crystal quality, 109
Thermal stress, 419–420
and interdiffusion, 408–409
and vacancy diffusion, 397–399
Three-wells potential profile, 594–595
Threshold carrier density, 42
Threshold current, 42
in extended cavity mode-locked lasers, 357
in multiwavelength lasers, 351–352
Threshold current density, 622, 651–653
of extended cavity CW lasers, 356
of multiwavelength lasers, 352
Threshold voltage of multiwavelength lasers, 351
Time bandwidth products, 360
Time correlated single photon counting (TCSPC) system, 462–463
TM absorption spectra, 602–604, 607
TM mode, 519
polarization, 28, 205–207, 514, 566, 575–576
and refractive index change, 527–528
waveguides, 509–512, 514–516
Transient response of device, 633, 635
Transition energy, 141–144, 183, 219–222, 291
of interdiffused quantum well structures, 447
in matched lattices, 203
Transmission electron microscopy, 54–55
Transparency current of multiwavelength lasers, 352
Transparency in extended cavity CW lasers, 356
Transverse mode, 639
Transverse modulator, 564, 607–613
Trial function, 33
Tungsten nitride, 70
Tunneling rate, 612–613
Tunneling sensitivity, 591
Two wavelength quantum well waveguide demultiplexer, 258–260
U
Ultra violet-enhanced chemical vapor deposition (UVCVD), 389
and SiO₂ deposition, 377–384
Uniaxial strain, 137, 168
Uniform-grating distributed feedback lasers with step-diffused quantum wells, 658–661
UVCVD. See Ultra violet-enhanced chemical vapor deposition (UVCVD)
V
Vacancies, 70, 145, 147–152, 158, 623
and bandgap shift, 228
diffusion, 389
and diffusion, 65–67
and diffusion length, 455
and disordering, 450–452
enhancement at well/barrier interface, 223
and the Fermi level effect, 75–76
group III, 73
and interdiffusion, 174
and intermixing, 349
and ion implantation, 217, 224, 245–246
in quantum wells, 243
and stress, 398
surface, 478–485
and vapor pressure, 146–147
Vacancy concentration, 67–68, 78–79, 105
Vacancy density, 457, 467
Vacancy diffusion, 108, 409, 436
under stress, 433–437
Vacancy diffusion profile, 624
Vacancy diffusivity term, 59
Vacancy disordering, 339–367
Vacancy formation energy, 397
INDEX

Vacancy indiffusion, 462
Vacancy induced disordering
  by depositing SiO₂, capping layer, 482–485
  by oxidation and annealing, 478–482
Vacancy injection, 70
Valence band, 9, 168–170, 204
  and strain, 19, 133
Valence band dispersions, 22
Valence band mixing, 33, 35–36
Valence band potential, 56–57
Valence band state, 25
Valence band structure in
  interdiffused quantum well, 14–18
Valence subbands, 17–18, 51–52
  of interdiffused quantum well,
  10–13
  and strain, 20–21
Vapor overpressure, 147–149
  and interdiffusion, 152
Vapor pressure and generation of
  point defects, 145–147
Vertical-cavity surface-emitting lasers
  (VCSELs), 624, 633, 637–640
  with non-uniform diffused
  quantum wells, 661–665
Volatility in quantum wells, 231
Voltage
  in DFQW, 586–587, 590
  and modulation, 608
  swing, 608

W
Water and anodic oxide-induced
  interdiffusion, 333
Wave vector, 22
Wavefunction, 143–144, 578–582
  and interdiffusion, 191–192
  of subband, 179
Waveguide loss, 487
Waveguide transparency, 240
Waveguide type modulator, 566–567, 572–607
Waveguide widths, 515–518
Waveguides
  absorption, 241–242
  attenuation, 480–481
  buried, 248–250
  index measurements, 343
  loss, 477, 505
    and disordering, 501
  splitting of, 517–519
  in vacancy induced disordering, 483
Wavelength
  and group refractive index, 249–250
  shifting of, 297, 302–304, 327, 329, 547–551
Wavelength shift, 260–262, 291, 556
  and annealing temperature, 348
  in selective intermixing in selected
  areas technique, 350
  and vacancy induced disordering, 479
Wavelength tuning of laser, 41–42
Wavelength-division-multiplexing
  (WDM), 327
Wavevector, 8, 28
Well center and strain, 196, 198
Well depth, 577–581, 597
Well interface and strain, 191, 193
Well layer, phosphorus content of, 6–7
Well width, 33, 256, 577–582, 590–591
  broadening of, 547–551
  and energy shift, 310, 312
  and interdiffusion, 392–393, 588–589
  and quantum energy shifts, 97–99, 102
  of quantum wells, 10–12
  and refractive index changes, 527–528, 532–533
Well/barrier interdiffusion, 218–219, 223
Well/barrier interface, 180
Wire emission, 410–411
INDEX

X
X-ray diffraction analysis, 55–56, 86, 177
XSTM. See Cross sectional scanning tunneling microscope (XSTM)

Z
Zero-gap nonlinear directional coupler (NLDC), 488–491
Zinc
diffusion disordering, 474–477
implantation, 278–279
impurities, 641
and impurity induced disordering, 456, 621
and impurity induced layer mixing, 287
and interdiffusion, 152, 199, 267, 304
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